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1 What is chaining?

Consider the problem of bounding the maximum of a collection of random variables. That is, we have some collection \((X_t)_{t \in T}\) and want to bound \(E \sup_{t \in T} X_t\), or perhaps we want to say this sup is small with high probability (which can be achieved by bounding \(E \sup_{t \in T} |X_t|^p\) for large \(p\) and applying Markov’s inequality).

Such problems show up all the time in probabilistic analyses, including in computer science, and the most common approach is to combine tail bounds with union bounds. For example, to show that the maximum load when throwing \(n\) balls into \(n\) bins is \(O(\log n / \log \log n)\), one defines \(X_t\) as the load in bin \(t\), proves \(P(X_t > C \log n / \log \log n) \ll 1/n\), then performs a union bound to bound \(\sup_t X_t\). Or when analyzing the update time of a randomized data structure on some sequence of operations, one argues that no operation takes too much time by understanding the tail behavior of \(X_t\) being the time to perform operation \(t\), then again performs a union bound to control \(\sup_t X_t\).

Most succinctly, chaining methods leverage statistical dependencies between a (possibly infinite) collection of random variables to beat this naive union bound.

The origins of chaining began with Kolmogorov’s continuity theorem from the 1930s (see Section 2.2, Theorem 2.8 of [21]). The point of this theorem was to understand conditions under which a stochastic process is continuous. That is, consider a random function \(f : \mathbb{R} \to X\) where \((X, d)\) is a metric space. Assume the distribution over \(f\) satisfies the property that for some \(\alpha, \beta > 0\), \(E|f(x) - f(y)|^p = O(|x - y|^{1+\beta})\) for all \(x, y \in \mathbb{R}\). Kolmogorov proved that for any such distribution, one can couple with another distribution over functions \(\tilde{f}\) such that \(\forall x \in \mathbb{R}, P(f(x) = \tilde{f}(x)) = 1\), and furthermore \(\tilde{f}\) is continuous. For the reader interested in seeing proof details, see for example [29, Section A.2].

Since Kolmogorov’s work, the scope of applications of the chaining methodology has widened tremendously, due to contributions of many mathematicians, including Dudley, Fernique, and very notably Talagrand. See Talagrand’s treatise [29] for a description of many impressive applications of chaining in mathematics. See also Talagrand’s STOC 2010 paper [28]. Note that [29] is not exhaustive, and additional applications are posted on the arXiv on a regular basis.

2 Applications in computer science

Several applications are given in [30, Section 1.2.2]. I will repeat some of those here, as well as some other ones.
2.1 Random matrices and compressed sensing

Consider a random matrix $M \in \mathbb{R}^{m \times n}$ from some distribution. A common task is to understand the behavior of the largest singular value of $M$. Note $\|M\| = \sup_{\|x\| = 1} x^T M y$, so the goal is to understand the supremum of the random variables $X_t = t^T M t$ for $t \in T = B_{\ell^2} \times B_{\ell^2}$. Indeed, for many distributions one can obtain asymptotically sharp results via chaining.

Understanding singular values of random matrices has been important in several areas of computer science. Close to my own heart are in compressed sensing and randomized linear algebra algorithms. For the latter, a relevant object is a subspace embedding; these are objects used in algorithms for fast regression, low-rank approximation, and a dozen other applications (see [31]). Analyses then boil down to understanding the largest singular value of $M = (\Pi U)^T (\Pi U) - I$. In compressed sensing, where the goal is to approximately recover a nearly sparse signal $x$ from few linear measurements $S x$ (the measurements are put as rows of the matrix $S$), analyses again boil down to bounding the operator norm of the same $M$, but for all $U$ simultaneously that can be formed from choosing $k$ columns from some basis that $x$ is sparse in.

2.2 Empirical risk minimization

This example is taken from [30]. In machine learning one often is given some data, drawn from some unknown distribution, and a loss function $L$. Given some family of distributions parameterized by some $\theta \in \Theta$, the goal is to find some $\theta^* \in \Theta$ which explains the data the best, i.e.

$$\theta^* = \arg\min_{\theta \in \Theta} \mathbb{E} L(\theta, X). \quad (1)$$

The expectation is taken over the distribution of $X$. We do not know $X$, however, and only have i.i.d. samples $X_1, \ldots, X_n$. Thus a common proxy is to calculate

$$\hat{\theta} = \arg\min_{\theta \in \Theta} \frac{1}{n} \sum_{k=1}^n L(\theta, X_k).$$

We would like to argue that $\hat{\theta}$ is a nearly optimal minimizer for the actual problem (1). For this to be true, it is sufficient that $\sup_{\theta} X_\theta$ is small, where one ranges over all $\theta \in \Theta$ with

$$X_\theta = \left| \frac{1}{n} \sum_{k=1}^n L(\theta, X_k) - \mathbb{E} L(\theta, X) \right|.$$
2.3 Dimensionality reduction

In Euclidean dimensionality reduction, such as in the Johnson-Lindenstrauss lemma, one is given a set of vectors \( P \subset \ell_2^n \), and wants that a (usually random) matrix \( \Pi \) satisfies

\[
\forall y, z \in P, \quad (1 - \varepsilon) \|y - z\|_2^2 \leq \|\Pi y - \Pi z\|_2^2 \leq (1 + \varepsilon) \|y - z\|_2^2.
\]

(2)

This is satisfied as long as \( \sup_{y, z} X_{y,z} \leq \varepsilon \), where

\[
X_{y,z} = \frac{1}{\|y - z\|_2^2} \|\Pi y - \Pi z\|_2^2 - 1,
\]

where \( y, z \) ranges over all pairs of distinct vectors in \( P \). Gordon’s theorem \[15\] states that a \( \Pi \) with i.i.d. gaussian entries ensures this with good probability as long as it has \( \gg (g^2(T) + 1)/\varepsilon^2 \) rows, where \( g(T) \) is the gaussian mean width of \( T \) and \( T \) is the set of normalized differences of vectors in \( P \). Later works gave sharper analysis, and also extended to other types of \( \Pi \), all using chaining \[19, 24, 2, 6, 9, 25\].

Another application of chaining in the context dimensionality reduction was in regard to nearest neighbor (NN) preserving embeddings \[17\]. In this problem, one is given a database \( X \subset \ell_2^d \) of \( n \) points and must create a data structure such that for any query point \( q \in \mathbb{R}^d \), one can quickly find a point \( x \in X \) such that \( \|q - x\|_2 \) is nearly minimized. Of course, if all distances are preserved between \( q \) and points in \( X \), this suffices to accomplish our goal, but it is more powerful than what is needed. It is only needed that the distance from \( q \) to its nearest neighbor does not increase too much, and that the distances from \( q \) to much farther points do not shrink too much (to fool us into thinking that they are approximate nearest neighbors). An embedding satisfying such criteria is known as a NN-preserving embedding, and \[17\] used chaining methods to show that certain “nice” sets \( X \) have such embeddings into low dimension. Specifically, the target dimension can be \( O(\Delta^2 \varepsilon^{-2} \frac{\gamma_2(X)}{\text{diam}(X)} \gamma_2(X)^2) \), where \( \Delta \) is the aspect ratio of the data and \( \gamma_2 \) is a functional defined by Talagrand (more on that later). All we will say now is that \( \gamma_2(X) \) is always \( O(\sqrt{\log \lambda_X}) \), where \( \lambda_X \) is the doubling constant of \( X \) (the maximum number of balls of radius \( r/2 \) required to cover any radius-\( r \) ball, over all \( r \)).

2.4 Data structures and streaming algorithms

The potential example to data structures was already mentioned in the previous section. To make it more concrete, consider the following streaming data structural problem in which one sees a sequence \( p_1, \ldots, p_m \) with each \( p_k \in \{1, \ldots, n\} \). For example, when monitoring a search query stream, \( p_k \) may be a word in a dictionary of size \( n \). The goal of the heavy hitters problem is to identify words that
occur frequently in the stream. Specifically, if we let \( f_i \) be the number of occurrences of \( i \in [n] \) in the stream, in the \( \ell_2 \) heavy hitters problem the goal is to find all \( i \) such that \( f_i^2 \geq \epsilon \sum_i f_i^2 \) (think of \( \epsilon \) as some given constant). The CountSketch of Charikar, Chen, and Farach-Colton solves this problem using \( O(\log n) \) machine words of memory.

A recent work of [5] provides a new algorithm that solves the same problem using only \( O(\log \log n) \) words of memory, and even more recently it has been shown how to achieve the optimal \( O(1) \) words of memory [4]. These are randomized algorithms that maintain certain random variables in memory that evolve over time, and their analyses require controlling the largest of their deviations. Without getting into technical details here, we describe a related streaming problem: \( \ell_2 \) estimation. The goal here is to use small memory while, after any query, being able to output an estimate \( Q \) satisfying \( \mathbb{P}(|Q - \|f\|_2| > \epsilon \|f\|_2) < 1/3 \) (the probability is over the randomness used by the algorithm). It turns out this problem can be solved in \( O(1/\epsilon^2) \) words of memory by a randomized data structure known as the “AMS sketch” [3]. The failure probability can be decreased to \( \delta \) by running \( \Theta(\log(1/\delta)) \) instantiations of the algorithm in parallel with independent randomness, then returning the median estimate of \( \|f\|_2 \) during a query. This yields space \( O(\epsilon^{-2} \log(1/\delta)) \) words, which is optimal [18].

Recently the following question has been studied: what if we want to track \( \|f\|_2 \) at all times? Recalling the stream contains \( m \) updates, one could do as above and set \( \delta < 3/m \) and union bound, so with an \( O(\epsilon^{-2} \log m) \)-space algorithm, with probability 2/3 all queries throughout the entire stream are correct. The work [16] showed this bound can be asymptotically improved when the number of distinct indices in the stream and \( 1/\epsilon \) are both subpolynomial in \( m \). This restriction was removed in subsequent works [5, 4].

2.5 Random walks on graphs

Ding, Lee, and Peres [11] a few years ago gave the first deterministic constant-factor approximation algorithm to the cover time of a random graph. Their work showed that the cover time of any connected graph is, up to a constant, equal to the supremum of a certain collection of random variables depending on that graph: the gaussian free field. This is a collection of gaussian random variables whose covariance structure is given by the effective resistances between the graph’s vertices. Work of Talagrand (the “majorizing measures theory”) and Fernique have provided us with tight, up to a constant factor, upper and lower bounds for the expected supremum of a collection of random variables. Furthermore, these bounds are constructive and efficient. See also the works [23, 8, 32] for more on this topic.
2.6 Dictionary learning

In dictionary learning one assumes that some data of $p$ samples, the columns of some matrix $Y \in \mathbb{R}^{n \times p}$, is (approximately) sparse in some unknown “dictionary”. That is, $Y = AX + E$ where $A$ is unknown, $X$ is sparse in each column, and $E$ is an error matrix. If $E = 0$, $A$ is square, and $X$ has i.i.d. entries with $s$ expected non-zeroes per column, with the non-zeroes being subgaussian, then Spielman, Wang, and Wright gave the first polynomial-time algorithm which provably recovers $A$ (up to permutation and scaling of its columns) using polynomially many samples. Their proof required $O(n^2 \log^2 n)$ samples, but they conjectured $O(n \log n)$ should suffice.

It was recently shown that their precise algorithm needs roughly $n^2$ samples, but $O(n \log n)$ does suffice for a slight variant of their algorithm. As per [27], the analysis of the latter result boiled down to bounding the supremum of a collection of random variables. See [22, 1, 7].

2.7 Error-correcting codes

A $q$-ary linear error-correcting code $C$ is such that the codewords are all vectors of the form $xM$ for some row vector $x \in \mathbb{F}_q^m$ and $M \in \mathbb{F}_q^{m \times n}$. $M$ is called the “generator matrix”. Such a code is list-decodable up to some radius $R$, if, informally, if one arbitrarily corrupts any codeword $C$ in at most an $R$-fraction of coordinates to obtain some $C'$, then the list of candidate codewords in $C$ which could have arisen in this way (i.e. are within radius $R$ of $C'$) is small.

Recent work of Rudra and Wootters [26] showed, to quote them, that “any $q$-ary code with sufficiently good distance can be randomly punctured to obtain, with high probability, a code that is list decodable up to radius $1 - 1/q - \varepsilon$ with near-optimal rate and list sizes”. A “random puncturing” means simply to randomly sample some number of columns of $M$ to form a random matrix $M'$, which is the generator matrix for the new “punctured” code. Their proof relies on chaining.

In the remainder, we show the details of how chaining works, we play with a toy example (bounding the gaussian mean width of the $\ell_1$ ball in $\mathbb{R}^n$), then describe an application of chaining to a real computer science problem: Euclidean dimensionality reduction.

3 A case study: (sub)gaussian processes

To give an introduction to chaining, I will focus our attention on a concrete scenario. Suppose we have a bounded (but possibly infinite) collection of vectors
$T \subset \mathbb{R}^n$. Furthermore, let $g \in \mathbb{R}^n$ be a random vector with its entries being independent, mean zero, and unit variance gaussians. We will consider the collection of variables $(X_t)_{t \in T}$ with $X_t$ defined as $\langle g, t \rangle$. In what follows, we will only ever use one property of these $X_t$:

$$\forall s, t \in T, \mathbb{P}(|X_s - X_t| > \lambda) \leq e^{-\lambda^2/(2\|s-t\|_2^2)}.$$  \hspace{1cm} (3)

This provides us with some understanding of the dependency structure of the $X_t$. In particular, if $s, t$ are close in $\ell_2$, then it’s very likely that the random variables $X_s$ and $X_t$ are also close.

Why does this property hold? Well,

$$X_s - X_t = \langle g, s - t \rangle = \sum_{i=1}^n g_i \cdot (s - t)_i.$$

We then use the property that adding independent gaussians yields a gaussian in which the variances add. If you haven’t seen that fact before, it follows easily from looking at the Fourier transform of the gaussian pdf. Adding independent random variables convolves their pdfs, which pointwise multiplies their Fourier transforms. Since the Fourier transform of a gaussian pdf is a gaussian whose variance is inverted, it then follows that summing independent gaussians gives a gaussian with summed variances. Thus $X_s - X_t$ is a gaussian with variance $\|s-t\|_2^2$, and (3) then follows by tail behavior of gaussians. Note (3) would hold for subgaussian distributions too, such as for example $g$ being a vector of independent uniform $\pm 1$ random variables.

Now I will present four approaches to bounding $g(T) := \mathbb{E}_g \sup_{t \in T} X_t$. These approaches will be gradually sharper. For simplicity I will assume $|T| < \infty$, although it is easy to circumvent this assumption for methods 2, 3, and 4.

### 3.1 Method 1: union bound

Remember that, in general for a scalar random variable $Z$,

$$\mathbb{E}|Z| = \int_0^\infty \mathbb{P}(Z > u)du.$$
Let $\rho_X(T)$ denote the diameter of $T$ under norm $X$. Then

$$
\mathbb{E} \sup_{t \in T} X_t = \int_0^\infty \mathbb{P}(\sup_{t \in T} X_t > u) du
$$

$$
\leq \int_0^{2\rho_{\ell_2}(T) \sqrt{2 \log |T|}} \frac{\mathbb{P}(\sup_{t \in T} X_t > u)}{\rho_{\ell_2}(T) \sqrt{2 \log |T|}} du + \int_{2\rho_{\ell_2}(T) \sqrt{2 \log |T|}}^\infty \mathbb{P}(\sup_{t \in T} X_t > u) du
$$

$$
\leq \rho_{\ell_2}(T) \sqrt{2 \log |T|} + \int_{2\rho_{\ell_2}(T) \sqrt{2 \log |T|}}^\infty \frac{\mathbb{P}(X_t > u)}{u} du (\text{union bound})
$$

$$
\leq \rho_{\ell_2}(T) \sqrt{2 \log |T|} + |T| \cdot \int_{2\rho_{\ell_2}(T) \sqrt{2 \log |T|}}^\infty e^{-v^2/(2\rho_{\ell_2}(T)^2)} dv (\text{change of variables})
$$

$$
\leq \rho_{\ell_2}(T) \cdot \sqrt{\log |T|}
$$

(4)

### 3.2 Method 2: $\varepsilon$-net

Let $T' \subseteq T$ be an $\varepsilon$-net of $T$ under $\ell_2$. That is, for all $t \in T$ there exists $t' \in T'$ such that $\|t - t'\|_2 \leq \varepsilon$. Now note $\langle g, t \rangle = \langle g, t' + (t - t') \rangle$ so that

$$
X_t = X_{t'} + X_{t-t'}.
$$

Therefore

$$
g(T) \leq g(T') + \mathbb{E} \sup_{t \in T} \langle g, t - t' \rangle.
$$

We already know $g(T') \leq \rho_{\ell_2}(T') \cdot \sqrt{\log |T'|} \leq \rho_{\ell_2}(T) \cdot \sqrt{\log |T|}$ by (4). Also,

$$
\langle g, t - t' \rangle \leq \|g\|_2 \cdot \|t - t'\| \leq \varepsilon \|g\|_2, \text{ and}
$$

$$
\mathbb{E} \|g\|_2 \leq (\mathbb{E} \|g\|_2^2)^{1/2} \leq \sqrt{n}.
$$

Therefore

$$
g(T) \leq \rho_{\ell_2}(T) \cdot \sqrt{\log |T|} + \varepsilon \sqrt{n}
$$

$$
= \rho_{\ell_2}(T) \cdot \log^{1/2} N(T, \ell_2, \varepsilon) + \varepsilon \sqrt{n}
$$

(5)

where $N(T, d, u)$ denotes the entropy number or covering number, defined as the minimum number of radius-$u$ balls under metric $d$ centered at points in $T$ required to cover $T$ (i.e. the size of the smallest $u$-net). Of course $\varepsilon$ can be chosen to minimize (5). Note the case $\varepsilon = 0$ just reduces back to method 1.
3.3 Method 3: Dudley’s inequality (chaining)

The idea of Dudley’s inequality [13] is to, rather than use one net, use a countably infinite sequence of nets. That is, let $S_r \subset T$ denote an $\varepsilon_r$-net of $T$ under $\ell_2$, where $\varepsilon_r = 2^{-r} \cdot \rho_{\ell_2}(T)$. Let $t_r$ denote the closest point in $S_r$ to some $t \in T$. Note $T_0 = \{0\}$ is a valid $\varepsilon_0$-net. Then

$$\langle g, t \rangle = \langle g, t_0 \rangle + \sum_{r=1}^{\infty} \langle g, t_r - t_{r-1} \rangle,$$

so then

$$g(T) \leq \sum_{r=1}^{\infty} \mathbb{E} \sup_{t \in T} \langle g, t_r - t_{r-1} \rangle \leq \sum_{r=1}^{\infty} \frac{\rho_{\ell_2}(T)}{2^r} \cdot \log^{1/2}(N(T, \ell_2, \frac{\rho_{\ell_2}(T)}{2^r})) \text{ (by (4))} \quad (6)$$

$$\leq \sum_{r=1}^{\infty} \frac{\rho_{\ell_2}(T)}{2^r} \cdot \log^{1/2} N(T, \ell_2, \frac{\rho_{\ell_2}(T)}{2^r}) \quad (7)$$

where (6) used the triangle inequality to yield

$$||t_r - t_{r-1}||_2 \leq ||t - t_r||_2 + ||t - t_{r-1}||_2 \leq \frac{3}{2^r} \cdot \rho_{\ell_2}(T).$$

The sum (7) is perfectly fine as is, though the typical formulation of Dudley’s inequality then bounds the sum by an integral over $\varepsilon$ (representing $\rho_{\ell_2}(T)/2^r$) then performs the change of variable $u = \varepsilon/\rho_{\ell_2}(T)$. This yields the usual formulation of Dudley’s inequality:

$$g(T) \lesssim \int_{0}^{\infty} \log^{1/2} N(T, \ell_2, u) du \quad (8)$$

It is worth pointing out that Dudley’s inequality is equivalent to the following bound. We say $T_0 \subset T_1 \subset \ldots \subset T$ is an admissible sequence if $|T_0| = 1$ and $|T_r| \leq 2^r$. Then Dudley’s inequality is equivalent to the bound

$$g(T) \lesssim \sum_{r=0}^{\infty} 2^{r/2} \cdot \sup_{t \in T} d_{\ell_2}(t, T_r). \quad (9)$$

To see this most easily, compare with the bound (7). Note that to minimize $\sup_{t \in T} d_{\ell_2}(t, T_r)$, we should pick the best quality net we can using $2^2$ points. From $r = 0$ until some $r_1$, the quality of the net will be, up to a factor of 2, equal to...
\( \rho_{\ell_2}(T) \), and for the \( r \) in this range the summands of (9) will be a geometric series that sum to \( O(2^{n/2} \cdot \rho_{\ell_2}(T)) \). Then from \( r = r_1 \) to some \( r_2 \), the quality of the best net will be, up to a factor of 2, equal to \( \rho_{\ell_2}(T)/2 \), and these summands then are a geometric series that sum to \( O(2^{r_2/2} \cdot \rho_{\ell_2}(T)/2) \), etc. In this way, the bounds of (7) and (9) are equivalent up to a constant factor.

Note, this is the primary reason we chose the \( T_r \) to have doubly exponential size in \( r \): so that the sum of \( \log^{1/2} |T_r| \) in any contiguous range of \( r \) is a geometric series dominated by the last term.

### 3.4 Method 4: generic chaining

Here we will show the generic chaining method, which yields the bound of [14], though we will present an equivalent bound that was later given by Talagrand (see his book [29]):

\[
\mathcal{g}(T) \leq \inf_{\{T_r\}_{r=0}^{\infty}} \sup_{t \in T} \sum_{r=0}^{\infty} 2^{r/2} \cdot d_{\ell_2}(t, T_r),
\]

where the infimum is taken over admissible sequences.

Note the similarity between (9) and (10): the latter bound moved the supremum outside the sum. Thus clearly the bound (10) can only be a tighter bound. For a metric \( d \), Talagrand defined

\[
\gamma_p(T, d) := \inf_{\{T_r\}_{r=0}^{\infty}} \sum_{r=0}^{\infty} 2^{r/p} \cdot d(t, T_r),
\]

where again the infimum is over admissible sequences. We now we wish to prove

\[
\mathcal{g}(T) \leq \gamma_2(T, \ell_2).
\]

You are probably guessing at this point that had we not been working with subgaussians, but rather random variables that have decay bounded by \( e^{-|x|^p} \), we would get a bound in terms of the \( \gamma_p \)-functional — your guess is right. I leave it to you as an exercise to modify arguments appropriately!

For nonnegative integer \( r \) and for \( t \in T \), define \( \pi_r t = \arg\min_{t' \in T_r} d(t, t') \). For \( r \geq 1 \) define \( \Delta_r t = \pi_r t - \pi_{r-1} t \). Then for any \( t \in T \)

\[
t = \pi_0 t + \sum_{r=1}^{\infty} \Delta_r t
\]

so that

\[
\mathbb{E} \sup_{t \in T} \langle g, t \rangle = \mathbb{E} \sup_{t \in T} \sum_{r=1}^{\infty} \langle g, \Delta_r t \rangle_{Y_r(t)}.
\]
since \( \mathbb{E} \sup_{t \in T} \langle g, \pi_0 t \rangle = \mathbb{E} \langle g, \pi_0 t \rangle = 0 \), with the first equality using that \(|T_0| = 1\).

Note for fixed \( t \), by gaussian decay

\[
\mathbb{P}(|Y_r(t)| > 2u 2^{r/2}\|\Delta_r t\|) < 2e^{-u^2 2^r}.
\]

Therefore

\[
\mathbb{P}(\exists t \in T, r > 0 \text{ s.t. } |Y_r(t)| > 2u 2^{r/2}\|\Delta_r t\|) \leq \sum_{r=1}^{\infty} |T_r| \cdot |T_{r-1}| \cdot e^{-u^2 2^r}
\]

which is at most \(2^2 \gamma_2(T, \ell_2)\), as desired.

Now, again using that \( \mathbb{E}|Z| = \int_0^{\infty} \mathbb{P}(|Z| > w)dw \), we have

\[
g(T) \leq \int_0^{\infty} \mathbb{P}(\sup_{t \in T} \sum_{r=1}^{\infty} Y_r > w)dw
\]

\[
= \left( 2 \sup_{t \in T} \sum_{r=1}^{\infty} 2^{r/2}\|\Delta_r t\| \right) \times \int_0^{\infty} \mathbb{P}(\sup_{t \in T} \sum_{r=1}^{\infty} Y_r > u \cdot 2 \sup_{t \in T} \sum_{r=1}^{\infty} 2^{r/2}\|\Delta_r t\|)du \text{ (change of variables)}
\]

\[
\leq \left( \sup_{t \in T} \sum_{r=1}^{\infty} 2^{r/2}\|\Delta_r t\| \right) \times [2 + \int_2^{\infty} \mathbb{P}(\sup_{t \in T} \sum_{r=1}^{\infty} Y_r > u \cdot 2 \sup_{t \in T} \sum_{r=1}^{\infty} 2^{r/2}\|\Delta_r t\|)du]
\]

\[
\leq \left( \sup_{t \in T} \sum_{r=1}^{\infty} 2^{r/2}\|\Delta_r t\| \right) \times [2 + \int_2^{\infty} \mathbb{P}(\exists t \in T, r > 0 \text{ s.t. } |Y_r(t)| > 2u 2^{r/2}\|\Delta_r t\|)du]
\]

\[
\leq \sup_{t \in T} \sum_{r=1}^{\infty} 2^{r/2}\|\Delta_r t\|. \tag{12}
\]

Now note \( \|\Delta_r t\| = \|t_r - t_{r-1}\| \leq 2d_2(t, T_r) \) by the triangle inequality, and thus (12) is at most a constant factor larger than \( \gamma_2(T, \ell_2) \), as desired.

Surprisingly, Talagrand showed that not only is \( \gamma_2(T, \ell_2) \) an asymptotic upper bound for \( g(T) \), but it is also an asymptotic lower bound (at least when the entries of \( g \) are actually gaussians — the lower bound does not hold for subgaussian
entries). That is, \( g(T) \approx \gamma_2(T, \ell_2) \) for any \( T \). This is known as the “majorizing measures theorem” for reasons we will not get into. In brief: the formulation of \([14]\) did not talk about admissible sequences, or discrete sets at all, but rather worked with measures and provided an upper bound in terms of an infimum over a set of probability measures of a certain integral — this formulation is equivalent to the formulation discussed above in terms of admissible sets, and a proof of the equivalence appears in \([29]\).

4 A concrete example: the \( \ell_1 \) ball

Consider the example \( T = B_{\ell_1^n} = \{ t \in \mathbb{R}^n : \|t\|_1 = 1 \} \), i.e. the unit \( \ell_1 \). I picked this example because it is easy to already know \( g(T) \) using other methods. Why? Well, \( \sup_{t \in B_{\ell_1^n}} \langle g, t \rangle = \|g\|_{\infty} \), since the dual norm of \( \ell_\infty \) is \( \ell_1 \)!
Thus \( g(B_{\ell_1^n}) = \mathbb{E} \|g\|_{\infty} \), which one can check is \( \Theta(\sqrt{\log n}) \). Thus we know the answer is \( \Theta(\sqrt{\log n}) \).

So now the question: what do the four methods above give?

4.1 Method 1: union bound

This method gives nothing, since \( T \) is an infinite set.

4.2 Method 2: \( \varepsilon \)-net

To apply this method, we need to understand the size of an \( \varepsilon \)-net of the \( \ell_1 \) unit ball under \( \ell_2 \). One bound comes from Maurey’s empirical method.

**Lemma 1** (Maurey’s empirical method). \( N(B_{\ell_1^n}, \ell_2, \varepsilon) \leq (2n)^{d/\varepsilon^2} \)

**Proof.** Consider any \( t \in B_{\ell_1^n} \). It can be written as a convex combination \( t = \sum_{i=1}^{2n} \alpha_i x_i \) where \( x_1, \ldots, x_n = e_1, \ldots, e_n \) and \( x_{n+1}, \ldots, x_{2n} = -e_1, \ldots, -e_n \). Now, consider a distribution over \( \mathbb{R}^n \) in which we pick a random vector \( v \) which equals \( t_i \) with probability \( \alpha_i \). Then \( \mathbb{E} v = t \). Now pick \( Z_1, \ldots, Z_q, Z'_1, \ldots, Z'_q \) i.i.d. from this
distribution. Define the vectors $Z = (Z_1, \ldots, Z_q)$ and $Z' = (Z'_1, \ldots, Z'_q)$. Then

$$
\mathbb{E} \left\| t - \frac{1}{q} \sum_{i=1}^{q} Z_i \right\|_2 = \frac{1}{q} \mathbb{E} \left\| \mathbb{E}_{Z'} \sum_{i=1}^{q} (Z_i - Z'_i) \right\|_2 \\
= \frac{1}{q} \mathbb{E} \left\| \mathbb{E}_{Z'} \sum_{i=1}^{q} \sigma_i (Z_i - Z'_i) \right\|_2 \\
\leq \frac{1}{q} \mathbb{E} \left\| \sum_{i=1}^{q} \sigma_i (Z_i - Z'_i) \right\|_2 \text{ (Jensen)} \\
\leq \frac{2}{q} \mathbb{E} \left\| \sum_{i=1}^{q} \sigma_i Z_i \right\|_2 \\
\leq \frac{2}{q} \mathbb{E} \left( \mathbb{E} \left[ \sum_{i=1}^{q} \sigma_i Z_i \right]^2 \right)^{1/2} \\
= \frac{2}{\sqrt{q}}.
$$

where the $\sigma_i$ are independent uniform $\pm 1$ random variables. Thus, in expectation, $t$ is $u$-close to an average of $q$ such random $Z_i$ for $q \geq 4/u^2$. Thus in particular, every $t$ in $B_{\ell_1}^{q+1}$ is $u$-close in $\ell_2$ to some average of $4/u^2$ of the vectors $\pm e_i$, and thus the set of all such averages is a $u$-net in $\ell_2$, of which there are at most $(2n)^q$. □

One can also obtain a bound on the covering number via a simple volumetric argument, which implies $N(B_{\ell_1}^q, \ell_2, \varepsilon) = O(2 + 1/(u \sqrt{n}))^q$. Without giving the precise calculations, the argument is to first upper bound the maximum number of disjoint radius $(u/2)-\ell_2$ balls one can pack in $B_{\ell_1}^q$. Then if one takes those balls and considers the union of radius-$u$ balls from their centers, these balls must cover of $B_{\ell_1}^q$ by the triangle inequality and maximality of the original packing. Since all the original packed balls are fully contained in the $\ell_1$ ball of radius $1 + (u/2) \sqrt{n}$ by Cauchy-Schwarz, the number of balls in the packing could not have been more than the ratio of the volume of the $\ell_1$ ball of radius $1 + (u/2) \sqrt{n}$, and the volume of an $\ell_2$ ball of radius $u/2$. Thus, combining Maurey’s lemma and this argument,

$$
\forall \varepsilon \in (0, \frac{1}{2}), \log^{1/2} N(B_{\ell_1}^q, \ell_2, \varepsilon) \leq \min\{\varepsilon^{-1} \sqrt{\log n}, \sqrt{n} \cdot \log(1/\varepsilon))\}. \quad (13)
$$

By picking $\varepsilon = ((\log n)/n)^{1/4}$, (13) gives us $g(T) \leq (n \log n)^{1/4}$. This is exponentially worse than true bound of $g(T) = \Theta(\sqrt{\log n})$. 


4.3 Method 3: Dudley’s inequality

Combining (13) with (9),

\[ g(T) \lesssim \int_0^{1/\sqrt{n}} \sqrt{n} \cdot \log(1/u) du + \int_{1/\sqrt{n}}^1 u^{-1} \sqrt{\log n} du \lesssim \log^{3/2} n. \]

This is exponentially better than method 2, but still off from the truth. We can though wonder: perhaps the issue is not Dudley’s inequality, but perhaps the entropy bounds of (13) are simply loose? Unfortunately this is not the case. To see this, take a set \( R \) of vectors in \( \mathbb{R}^n \) that are each \( 1/\varepsilon^2 \)-sparse, with \( \varepsilon^2 \) in each non-zero coordinate, and so that all pairwise \( \ell_2 \) distances are \( 2\varepsilon \). A random collection \( R \) satisfies this distance property with high probability for \( |R| = n^{O(1/\varepsilon^2)} \) and \( \varepsilon \gg 1/\sqrt{n} \). Then note \( R \subset B_{\ell_1} \) and furthermore one needs at least \( |R| \) radius-\( \varepsilon \) balls in \( \ell_2 \) just to cover \( R \).

It is also worth pointing out that this is the worst case for Dudley’s inequality: it can never be off by more than a factor of \( \log n \). I’ll leave it to you as an exercise to figure out why (you should assume the majorizing measures theorem, i.e. that (10) is tight)! **Hint:** compare (9) with (10) and show that nothing interesting happens beyond \( r > \log n + c \log \log n \).

4.4 Method 4: generic chaining

By the majorizing measures theorem, we know there must exist an admissible sequence giving the correct \( g(T) \lesssim \sqrt{\log n} \), thus being superior to Dudley’s inequality. Once as an exercise, I tried with Eric Price and Mary Wootters to construct an explicit admissible sequence demonstrating that \( \gamma_2(B_{\ell_2}, \ell_2) = O(\sqrt{\log n}) \). Eric and I managed to find a sequence yielding \( O(\log n) \), and Mary found a sequence that gives the correct \( O(\sqrt{\log n}) \) bound. Below I include Mary’s construction.

Henceforth, to be concrete \( \log \) denotes \( \log_2 \). Let \( N_k \) be a \( 1/2^k \)-net of the \( 2^k \)-sparse vectors in \( B_{\ell_2} \). Thus

\[ |N_k| \leq \left( \frac{n}{2^k} \right) (3 \cdot 2^k)^{2^k}. \]

Then defining \( s_k = k - [\log \log(3en)] \),

\[ |N_{s_k}| \leq 2^{2^k}. \]

Then we define \( T_0 = T_1 = \cdots = T_{[\log \log(3en)]-1} = \{0\} \), and \( T_k = N_{s_k} \) for \([\log \log(3en)] \leq k \leq \ell_{\text{max}} \) where \( \ell_{\text{max}} = \log n + [\log \log(3en)] \). For \( k \geq \ell_{\text{max}} \), we set \( T_k \) to be an \( \varepsilon_k \)-net of \( B_{\ell_2} \) of size \( 2^{2^k} \) for the smallest \( \varepsilon_k \) possible. If \( k = \ell_{\text{max}} + j \), then

\[ \varepsilon \leq n^{-2^j}. \]
We now wish to upper bound the supremum over all \( x \in B_{\ell_1^n} \) of

\[
\sum_{k=0}^{\infty} 2^{k/2} d_{\ell_2}(x, T_k).
\]  \( (14) \)

We henceforth focus on a particular \( x \in B_{\ell_1^n} \) and show that \( (14) \) is \( O(\sqrt{\log n}) \).

We split the sum into three parts:

1. \( 0 \leq k < \lceil \log \log (3en) \rceil \)
2. \( \lceil \log \log (3en) \rceil \leq k < \ell_{\text{max}} \)
3. \( \ell_{\text{max}} \leq k < \infty \)

For the summands in (1), each \( d_{\ell_2}(x, T_k) \) equals \( \|x\|_2 \leq 1 \), and thus these terms in total contribute at most \( 2 \cdot 2^{\lceil \log \log (3en) \rceil} = O(\sqrt{\log n}) \) to \( (14) \). The summands in (3) are also easy to handle: writing \( k = \ell_{\text{max}} + j \), the summand with index \( k \) is at most

\[
2^{(\ell_{\text{max}}+j)/2} \cdot n^{-2j} \leq \sqrt{n\log n} \cdot 2^{j/2}n^{-2j},
\]

and thus the sum over \( j \geq 0 \) is \( o(1) \) for any \( n \geq 2 \).

We now proceed with the most involved part of the argument: bounding the contribution of summands in the range (2). For this, we will use a technique that is often referred to in the compressed sensing community as *shelling*. Consider sorting the indices \( i \in [n] \) by magnitude \( |x_i| \), i.e. \( |x_i| \geq |x_{i+1}| \geq \ldots \geq |x_n| \). Define the vector \( |x| \) by \( |x|_i = |x_i| \). Let \( A_0 \subset [n] \) denote the coordinates of the \( 2^0 \) largest entries of \( |x| \), then \( A_1 \) the next \( 2^1 \) largest entries, then \( A_2 \) the next \( 2^2 \) largest entries, etc. (if less than \( 2^s \) entries remain in \( x \), then \( A_s \) is simply the set of remaining entries). The \( A_s \) partition \([n]\). Let \( x_A \in \mathbb{R}^n \) denote the projection of \( x \) onto coordinates in \( A \).

\[
\sum_{k=\lceil \log \log (3en) \rceil}^{\log n+\lceil \log \log (3en) \rceil} 2^{k/2} \cdot d_{\ell_2}(x, N_s) \leq \sqrt{\log n} \cdot \sum_{s=0}^{\log n} 2^{s/2} \cdot d_{\ell_2}(x, N_s) \\
\leq \sqrt{\log n} \cdot \sum_{s=0}^{\log n} 2^{s/2} \left( d_{\ell_2}(x_{A_s}, N_s) + \|x - x_{A_s}\|_2 \right) \\
\leq \sqrt{\log n} + \sqrt{\log n} \cdot \sum_{s=0}^{\log n} 2^{s/2} \cdot \|x - x_{A_s}\|_2
\]
We now wish to show $\alpha = O(1)$.

\[
\alpha \leq \sum_{s=0}^{\log n} 2^{s/2} \left( \sum_{j=s+1}^{\log n} \|x_A\|_2 \right)
\]

\[
\leq \sum_{s=0}^{\log n} 2^{s/2} \cdot \left( \sum_{j=s+1}^{\log n} 2^{j/2} \|x_A\|_\infty \right)
\]

\[
= \sum_{j=1}^{\log n} 2^{j/2} \|x_A\|_\infty \cdot \left( \sum_{s=0}^{j-1} 2^{s/2} \right)
\]

\[
\lesssim \sum_{j=1}^{\log n} 2^j \cdot \|x_A\|_\infty
\]

(15)

The largest entry of $|x|_A$ is at most the smallest entry of $|x|_{A_{j-1}}$ by construction, and hence is at most the average entry of $|x|_{A_{j-1}}$. Thus

\[
(15) \leq \sum_{j=1}^{\log n} 2^j \cdot \frac{\|x_{A_{j-1}}\|_1}{2^{j-1}}
\]

\[
\leq 2 \cdot \sum_{j=0}^{\log n-1} \|x_A\|_1
\]

\[
\leq 2 \cdot \|x\|_1,
\]

which is at most $2 = O(1)$, as desired.

5 Application details: dimensionality reduction

We again use the definitions of $\pi_r, \Delta_r$ from Section 3. Also, throughout this section we let $\|\cdot\|$ denote the $\ell_2 \rightarrow 2$ operator norm in the case of matrix arguments, and the $\ell_2$ norm in the case of vector arguments. Recall $\rho_X(T)$ denotes diameter of $T$ under norm $\|\cdot\|_X$. We use $\|\cdot\|_F$ to denote Frobenius norm.

Krahmer, Mendelson, and Rauhut showed the following theorem [20].

**Theorem 1.** Let $A \subset \mathbb{R}^{m \times n}$ be arbitrary. Let $\sigma_1, \ldots, \sigma_n$ be independent subgaussian random variables of mean 0 and variance 1. Then

\[
\mathbb{E} \sup_{\sigma \in \mathcal{A}} \|A\sigma\|^2 - \mathbb{E} \|A\sigma\|^2 \lesssim \gamma_2^2(\mathcal{A}, \| \cdot \|) + \gamma_2(\mathcal{A}, \| \cdot \|) \cdot \rho_F(\mathcal{A}) + \rho_F(\mathcal{A}) \cdot \rho_{\ell_2^2}(\mathcal{A}).
\]

We now show that Theorem 1 combined with the majorizing measures theorem, can be used to prove the theorem of Gordon [15] as described in Section 2.
and in fact a theorem that is slightly stronger. Gordon’s original proof did not use chaining at all. Recall from \((2)\) that we have a point set \(P \subset \mathbb{R}^d\), and we want to show that a random matrix \(\Pi \in \mathbb{R}^{m \times n}\) satisfies

\[
\forall x, y \in P, \ (1 - \varepsilon)\|x - y\|_2^2 \leq \|\Pi x - \Pi y\|_2^2 \leq (1 + \varepsilon)\|x - y\|_2^2.
\]

for \(m\) not too large. In other words, for \(T = \{(x - y)/\|x - y\| : x \neq y \in P\}\), we want

\[
\sup_{x \in T} \|\Pi x\|^2 - 1 < \varepsilon. \tag{16}
\]

We below show that Theorem 1 implies that the expectation of the left hand side of \((16)\) is less than \(\varepsilon\) for \(m \geq (g^2(T) + 1)/\varepsilon^2\), when the entries of \(\Pi\) are i.i.d. subgaussian with mean 0 and variance 1/m. Gordon showed the same result but only when the \(\Pi_{i,j}\) were independent gaussians and not subgaussians. Note bounding the expectation by \(\varepsilon\) in \((16)\) implies the actual sup is at most \(3\varepsilon\) with probability \(2/3\), by Markov’s inequality. Much stronger concentration analyses have been given by bounding the \(L^p\) norm of the left hand side then performing Markov’s inequality on a high moment \([24, 9, 10]\); we do not cover those approaches here.

We only show the theorem when \(T\) is finite. In many applications we care about infinite \(T\) (e.g. all the unit norm vectors in a \(d\)-dimensional subspace, for applications in numerical linear algebra \([31]\)). In fact, for \(T \subset \ell_2^n\) bounded it is without loss of generality to consider only finite \(T\). This is because we can take \(T'\) a finite \(\alpha\)-net of \(T\), i.e. \(\forall x \in T \ \exists x' \in T' : \|x - x'\| \leq \alpha\). Then

\[
g(T) = \mathbb{E} \sup_{g \in x \in T} \langle g, x' \rangle + \langle g, x - x' \rangle = g(T') + \mathbb{E} \sup_{g \in x \in T} \langle g, x' - x \rangle = g(T') \pm \alpha \sqrt{n}
\]

since \(|\langle g, x' - x \rangle| \leq ||g|| \cdot ||x - x'||\) and \(\mathbb{E}_{g} ||g|| \leq (\mathbb{E}_{g} ||g||^2)^{1/2} = \sqrt{n}\). Then we can choose \(\alpha\) arbitrarily small so that \(g(T')\) is as close to \(g(T)\) as we want.

**Theorem 2.** Let \(T \subset \mathbb{R}^n\) be a finite set of vectors each of unit norm, and let \(\varepsilon \in (0, 1/2)\) be arbitrary. Let \(\Pi \in \mathbb{R}^{m \times n}\) be such that \(\Pi_{i,j} = \sigma_{i,j}/\sqrt{m}\) for independent subgaussian variables \(\sigma_{i,j}\) of mean 0 and variance 1, where \(m \geq (g^2(T) + 1)/\varepsilon^2\). Then

\[
\mathbb{E} \sup_{\sigma \in x \in T} \|\Pi x\|^2 - 1 < \varepsilon.
\]

**Proof.** For \(x \in T\) let \(A_x\) denote the \(m \times mn\) matrix defined as follows:

\[
A_x = \frac{1}{\sqrt{m}} \begin{pmatrix}
0 & \cdots & 0 & x_1 & \cdots & x_n \\
0 & \cdots & 0 & x_1 & \cdots & x_n \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & \cdots & x_1 & \cdots & x_n
\end{pmatrix}.
\]
Then \( \|\Pi x\|^2 = \|A \sigma\|^2 \), so letting \( \mathcal{A} = \{A_x : x \in T\} \),

\[
\mathbb{E} \sup_{\sigma, x \in T} \|\Pi x\|^2 - 1 = \mathbb{E} \sup_{\sigma, A \in \mathcal{A}} \|A \sigma\|^2 - \mathbb{E} \|A \sigma\|^2 .
\]

We have \( \rho_F(\mathcal{A}) = 1 \). Also \( A^* A_x \) is a block-diagonal matrix, with \( m \) blocks each equal to \( xx^*/m \), and thus the singular values of \( A_x \) are 0 and \( \|x\|/\sqrt{m} \), implying \( \rho_{\ell_2}(\mathcal{A}) = 1/\sqrt{m} \). Similarly, since \( A_x - A_y = A_{x-y} \), for any vectors \( x, y \) we have \( \|A_x - A_y\| = \|x - y\| \), and thus \( \gamma_2(\mathcal{A}, \|\cdot\|) \leq \gamma_2(T, \|\cdot\|)/\sqrt{m} \). Thus by Theorem 1,

\[
\mathbb{E} \sup_{\sigma, x \in T} \|\Pi x\|^2 - 1 \leq \frac{\gamma^2_2(T, \|\cdot\|)}{m} + \frac{\gamma_2(T, \|\cdot\|)}{\sqrt{m}} + \frac{1}{\sqrt{m}},
\]

which is at most \( \varepsilon \) for \( m \gtrsim (\gamma^2_2(T, \|\cdot\|) + 1)/\varepsilon^2 \) as in the theorem statement. This inequality holds by setting \( m \gtrsim (g^2(T) + 1)/\varepsilon^2 \), since \( \gamma_2(T, \|\cdot\|) \leq g(T) \) by the majorizing measures theorem.

We now prove Theorem 1. We only prove it in the case that the \( \sigma_i \) are Rademacher, i.e. uniform \( \pm 1 \), since this setting already contains the main ideas of the proof. Before we can continue with the proof though, we need a few standard lemmas. The proofs given below are also standard. Recall that for a scalar random variable \( Z \), \( \|Z\|_p \) denotes \( (\mathbb{E}|Z|^p)^{1/p} \). It is known that \( \|\cdot\|_p \) is a norm for \( p \geq 1 \).

**Lemma 2** (Khintchine’s inequality). Let \( x \in \mathbb{R}^n \) be arbitrary and \( \sigma_1, \ldots, \sigma_n \) be independent Rademachers. Then

\[
\forall p \geq 1, \ \|\langle \sigma, x \rangle\|_p \leq \sqrt{p} \cdot \|x\|.
\]

This is equivalent, up to constant factors in the exponent, to the following:

\[
\forall \lambda > 0, \ \mathbb{P}(\|\langle \sigma, x \rangle\| > \lambda) \leq 2e^{-\lambda^2/(2\|x\|^2)}.
\]

**Proof.** For the first inequality, consider \( \langle g, x \rangle \) for \( g \) a vector of independent standard normal random variables. The random variable \( \langle g, x \rangle \) is distributed as a gaussian with variance \( \|x\|^2 \), and thus \( \|\langle g, x \rangle\|_p < \sqrt{p} \cdot \|x\| \) by known moment bounds on gaussians. Meanwhile, for positive even integer \( p \), one can expand \( \mathbb{E}|\langle g, x \rangle|^p = \mathbb{E}\langle g, x \rangle^p \) as a sum of expectations of monomials. If one similarly expands \( \langle \sigma, x \rangle^p \), then we find that these monomials’ expectations are term-by-term dominated in the gaussian case, since any even Rademacher moment is 1 whereas all even gaussian moments are at least 1. \( \square \)
Lemma 3 (Decoupling [12]). Let \( x_1, \ldots, x_n \) be independent and mean zero, and \( x_1', \ldots, x_n' \) identically distributed as the \( x_i \) and independent of them. Then for any \((a_{i,j})\) and for all \( p \geq 1\)

\[
\| \sum_{i \neq j} a_{i,j} x_i x_j \|_p \leq 4 \| \sum_{i,j} a_{i,j} x_i' x_j' \|_p
\]

Proof. Let \( \eta_1, \ldots, \eta_n \) be independent Bernoulli random variables each of expectation \( 1/2 \). Then

\[
\| \sum_{i \neq j} a_{i,j} x_i x_j \|_p = 4 \cdot \| \mathbb{E} \sum_{i \neq j} a_{i,j} x_i x_j \eta_i (1 - \eta_j) \|_p \leq 4 \cdot \| \sum_{i \neq j} a_{i,j} x_i x_j \eta_i (1 - \eta_j) \|_p \quad \text{(Jensen)}
\]

Hence there must be some fixed vector \( \eta' \in \{0, 1\}^n \) which achieves

\[
\| \sum_{i \neq j} a_{i,j} x_i x_j \eta (1 - \eta_j) \|_p \leq \| \sum_{i} \sum_{j \in S} a_{i,j} x_i x_j \|_p
\]

where \( S = \{i : \eta'_i = 1\} \). Let \( x_S \) denote the \(|S|\)-dimensional vector corresponding to the \( x_i \) for \( i \in S \). Then

\[
\| \sum_{i} \sum_{j \in S} a_{i,j} x_i x_j \|_p = \| \sum_{i} \sum_{j \in S} a_{i,j} x_i' x_j' \|_p
\]

\[
= \| \mathbb{E} \mathbb{E}_{x_S x_S'} \sum_{i,j} a_{i,j} x_i x_j \|_p \quad (\mathbb{E} x_i = \mathbb{E} x_i' = 0)
\]

\[
\leq \| \sum_{i,j} a_{i,j} x_i' x_j' \|_p \quad \text{(Jensen)}
\]

\( \square \)

5.1 Proof of Theorem

We now prove Theorem in the case the \( \sigma_i \) are independent Rademachers. Without loss of generality we can assume \( \mathcal{A} \) is finite (else apply the theorem to a sufficiently fine net, i.e. fine in \( \ell_2 \to \ell_2 \) operator norm). Define

\[
E = \mathbb{E} \sup_{\sigma \in \mathcal{A}} \| \| A \sigma \|_2^2 - \mathbb{E} \| A \sigma \|_2^2 \|
\]

and let \( A' \) denote the \( i \)th column of \( A \). Then by decoupling

\[
E = \mathbb{E} \sup_{\sigma \in \mathcal{A}} \left| \sum_{i \neq j} \sigma_i \sigma_j \langle A_i, A_j \rangle \right|
\]
\[
\leq 4 \cdot \mathbb{E} \sup_{\sigma, \sigma' \in \mathcal{A}} \left| \sum_{t, j} \sigma_i \sigma'_j \langle A^t, A^j \rangle \right|
= 4 \cdot \mathbb{E} \sup_{\sigma, \sigma' \in \mathcal{A}} \langle A\sigma, A\sigma' \rangle .
\]

Let \( \{T_r\}_{r=0}^{\infty} \) be admissible for \( \mathcal{A} \). Direct computation shows

\[
\langle A\sigma, A\sigma' \rangle = \langle (\pi_0 A)\sigma, (\pi_0 A)\sigma' \rangle + \sum_{r=1}^{\infty} \langle (\Delta A)\sigma, (\pi_{r-1} A)\sigma' \rangle + \sum_{r=1}^{\infty} \langle (\pi A)\sigma, (\Delta A)\sigma' \rangle.
\]

We have \( T_0 = \{A_0\} \) for some \( A_0 \in \mathcal{A} \). Thus \( \mathbb{E}_{\sigma, \sigma'} |\langle (\pi_0 A)\sigma, (\pi_0 A)\sigma' \rangle| \) equals

\[
\mathbb{E}_{\sigma, \sigma'} |\sigma^* A_0^* A_0 \sigma' | \leq \left( \mathbb{E}_{\sigma, \sigma'} (\sigma^* A_0^* A_0 \sigma')^2 \right)^{1/2} = \|\sigma^* A_0^* A_0 \|_F \leq \|A_0\|_F \|A_0\| \leq \rho_F(\mathcal{A}) \rho_{l_2}(\mathcal{A}).
\]

Thus,

\[
\mathbb{E} \sup_{\sigma, \sigma' \in \mathcal{A}} \langle A\sigma, A\sigma' \rangle \leq \rho_F(\mathcal{A}) \cdot \rho_{l_2}(\mathcal{A}) + \mathbb{E} \sup_{\sigma, \sigma' \in \mathcal{A}} \sum_{r=1}^{\infty} |X_r(A)| + \mathbb{E} \sup_{\sigma, \sigma' \in \mathcal{A}} \sum_{r=1}^{\infty} |Y_r(A)|.
\]

We focus on the second summand; handling the third summand is similar.

Note \( X_r(A) = \langle (\Delta A)\sigma, (\pi_{r-1} A)\sigma' \rangle = \langle \sigma, (\Delta A)^* (\pi_{r-1} A)\sigma' \rangle \). Thus by the Khintchine inequality (namely \( \| \langle \sigma, x \rangle \|_p \leq \sqrt{p} \| x \| \)),

\[
\mathbb{P}(|X_r(A)| > t^{2/2} \cdot \| (\Delta A)^* (\pi_{r-1} A)\sigma' \|) \leq e^{-t^{2}/2}.
\]

Let \( \mathcal{E}(A) \) be the event that for all \( r \geq 1 \) simultaneously, \( |X_r(A)| \leq t^{2/2} \cdot \| \Delta A \| \cdot \sup_{A \in \mathcal{A}} \| A\sigma' \| \). Then

\[
\mathbb{P}(\exists A \in \mathcal{A} \ s.t. \ \neg \mathcal{E}(A)) \leq \sum_{r=1}^{\infty} |T_r| \cdot |T_{r-1}| \cdot e^{-t^{2}/2}
\leq \sum_{r=1}^{\infty} 2^{2r+1} \cdot e^{-t^{2}/2}.
\]

Therefore

\[
\mathbb{E} \sup_{\sigma, \sigma' \in \mathcal{A}} \sum_{r=1}^{\infty} |X_r(A)| = \mathbb{E} \int_{0}^{\infty} \mathbb{P} \left( \sup_{\sigma \in \mathcal{A}} \sum_{r=1}^{\infty} |X_r(A)| > t \right) dt,
\]

which by a change of variables is equal to

\[
\mathbb{E} \left( \sup_{A \in \mathcal{A}} \| A\sigma' \| \cdot \left( \sup_{A \in \mathcal{A}} \sum_{r=1}^{\infty} 2^{r/2} \| \Delta A \| \right) \right).
\]
\[ \times \int_0^\infty \mathbb{P} \left( \sup_{A \in \mathcal{A}} \sum_{r=1}^\infty |X_r(A)| > t \sup_{A \in \mathcal{A}} 2^{r/2} \cdot \|\Delta_r A\| \cdot \sup_{A \in \mathcal{A}} \|A\sigma\| \right) dt \]
\[ \leq \left( \sup_{\sigma' \in \mathcal{A}} \|A\sigma\| \right) \left( \sup_{A \in \mathcal{A}} \sum_{r=1}^\infty 2^{r/2} \|\Delta_r A\| \right) \cdot \left[ 3 + \sum_{r=1}^\infty \int_3^\infty 2^{2r+1} e^{-t^2/2} dt \right] \]
\[ \leq \left( \sup_{\sigma' \in \mathcal{A}} \|A\sigma\| \right) \cdot \sup_{A \in \mathcal{A}} \sum_{r=1}^\infty 2^{r/2} \|\Delta_r A\| \]
\[ \leq \left( \sup_{\sigma' \in \mathcal{A}} \|A\sigma\| \right) \cdot \sup_{A \in \mathcal{A}} \sum_{r=1}^\infty 2^{r/2} \cdot \rho_{2,2}(A, T_r), \]

since \( \|\Delta_r A\| \leq \rho_{2,2}(A, T_{r-1}) + \rho_{2,2}(A, T_r) \) via the triangle inequality. Choosing admissible \( T_0 \subseteq T_1 \subseteq \ldots \subseteq T \) to minimize the above expression,

\[ E \leq \rho_F(\mathcal{A}) \cdot \rho_{\ell_2,2}(\mathcal{A}) + \gamma_2(\mathcal{A}, \|\cdot\|) \cdot \sup_{\sigma' \in \mathcal{A}} \|A\sigma\|. \]

Now observe

\[ \mathbb{E} \left( \sup_{\sigma' \in \mathcal{A}} \|A\sigma\| \right) \leq \left( \mathbb{E} \sup_{\sigma' \in \mathcal{A}} \|A\sigma\|^2 \right)^{1/2} \]
\[ \leq \left( \mathbb{E} \left( \sup_{\sigma' \in \mathcal{A}} \|A\sigma\|^2 - \mathbb{E} \|A\sigma\|^2 \right) + \mathbb{E} \|A\sigma\|^2 \right)^{1/2} \]
\[ = \left( \mathbb{E} \sup_{\sigma' \in \mathcal{A}} \left( \|A\sigma\|^2 - \mathbb{E} \|A\sigma\|^2 + \|A\|^2 \right) \right)^{1/2} \]
\[ \leq \sqrt{E} + \rho_F(\mathcal{A}) \]

Thus in summary,

\[ E \leq \rho_F(\mathcal{A}) \cdot \rho_{\ell_2,2}(\mathcal{A}) + \gamma_2(\mathcal{A}, \|\cdot\|) \cdot (\sqrt{E} + \rho_F(\mathcal{A})). \]

This implies \( E \) is at most the square of the larger root of the associated quadratic equation, which gives the theorem.
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