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Abstract

An enumeration problem is the task of listing a set of elements without
redundancies, usually the solutions of some combinatorial problem. The
enumeration of cycles in a graph appeared already 50 years ago [96], while
fundamental complexity notions for enumeration have been proposed 30
years ago by Johnson, Yannakakis and Papadimitriou [65]. Nowadays sev-
eral research communities are working on enumeration from di↵erent point
of views: graph algorithms, parametrized complexity, exact exponential al-
gorithms, logic, database, enumerative combinatorics, applied algorithms to
bioinformatics, cheminformatics, networks . . .

In the last ten years, the topic has attracted more attention and these
di↵erent communities began to share their ideas and problems, as exempli-
fied by two recent Dagstuhl workshops “Algorithmic Enumeration: Output-
sensitive, Input-Sensitive, Parameterized, Approximative” and “Enumera-
tion in Data Management” or the creation of Wikipedia pages for enumera-
tion complexity and algorithms.

In this column, we focus on the structural complexity of enumeration,
trying to capture di↵erent notions of tractability. The beautiful algorithmic
methods used to solve enumeration problems are only briefly mentioned
when relevant and would require another column. Much of what is pre-
sented here is inspired by several PhD theses and articles [94, 17, 78, 77], in
particular a good part of this text is borrowed from [21, 20].

1 Introduction
Modern enumeration algorithms date back to the 70’s with graphs algorithms but
older problems can be reinterpreted as enumeration: the baguenaudier game [76]
from the 19th century can be seen as the problem of enumerating integers in Gray
code order. There are even thousand years old examples of methods to list simple
combinatorial structures, the subsets or the partitions of a finite set, as reported
by Ruskey [92] in his book on combinatorial generation. Algorithms to list all
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integers, tuples, permutations, combinations, partitions, set partitions, trees of a
given size are also called combinatorial algorithms and are particular enumera-
tion problems. Combinatorial algorithms are the subject of a whole volume of the
Art of Computer Programming [72] and Knuth even confessed that these are its
favorite algorithms; while I agree I would extend that appreciation to all enumer-
ation algorithms.

Hundreds of di↵erent enumeration problems have now been studied, a par-
tial list called “Enumeration of Enumeration Algorithms and Its Complexity” is
maintained [101], and you are welcome to extend it! Some enumeration problems
have important practical applications. Any database query is the enumeration of
assignments of a formula, data mining relies on generating all frequent objects in a
large database (frequent itemset [1], frequent subgraphs[64]), finding the minimal
transversals of a hypergraph has applications in many fields [60] such as biology,
machine learning, cryptography . . .

A classical approach to enumeration is to see it as a variation on decision or
search problem where one tries to get more information. As an example, consider
the matchings of a graph, we may want to solve the following tasks.

• (decision problem) Decide whether there is a matching.

• (search problem) Produce a matching.

• (optimization problem) Produce a matching of largest cardinal.

• (counting problem) Count all matchings.

• (enumeration problem) List all matchings.

Usually, to analyze the complexity of a problem, we relate the time to produce
the output to the size of the input. The originality of enumeration problem is that
the output is usually very large with regard to the input. Hence, only measuring
the total time to produce the whole set of solution is not informative since for most
enumeration problems, including listing matchings, it is exponential.

To make enumeration complexity relevant, we must study finer complexity
measures than just total time, since it does not allow to di↵erentiate most enumer-
ation problems. Moreover, we use three di↵erent parameters to characterize an
instance: its size as in the classical setting, the size of the output (or its cardinal
since it is a set of solutions) and the size of a single solution in the output.

The simplest way to improve on the analysis of enumeration algorithm is to
evaluate how the total time to compute all solutions relate to the size of the input

and of the output. Algorithms whose complexity is given in this fashion are often
called output sensitive, by contrast to input sensitive algorithms [53]. Note that
output sensitivity is relevant even when the number of objects to produce is small,



in computational geometry it allows to give better complexity bound, for instance
on the convex hull problem [26]. When the total time is polynomial in the size of
the input and the output, the algorithm is said to be output polynomial (or some-
times total polynomial time). Output polynomial is a good measure of tractability
when all elements of a set must be generated, for instance to count the number of
solutions or to compute some statistics on the set of solutions.

Often, output polynomial is not restrictive enough given the outstanding num-
ber of solutions and we must ask for a total time linear in the number of solutions.
In that case, the relevant complexity measure is the total time divided by the num-
ber of solutions called amortized time or average delay. Many enumeration al-
gorithms generating combinatorial objects are in constant amortized time or CAT,
the unrooted trees of a given size [105], the linear extensions of a partial order [89]
or the integers given in Gray code order [73]. Uno also proposed in [97] a general
method to obtain constant amortized time algorithms, which can be applied, for
instance, to find the matchings or the spanning trees of a graph.

Enumeration algorithms are also often used to compute an optimal solution
by generating all admissible solutions. For instance, finding maximum common
subgraphs up to isomorphism, a very important problem in cheminformatics, is
NP-hard and is solved by listing all maximal cliques [46]. The notion of best
solution is not always clear and enumeration is then used to build libraries of in-
teresting objects to be analyzed by experts, as it is done in biology, chemistry
or network analytics [5, 10, 13]. In particular, when confronted to a multicrite-
ria optimisation problem, a natural approach is to enumerate the Pareto’s fron-
tier [88, 98, 12]. In all these applications, if the set of solutions is too large, we
are interested in generating the largest possible subset of solutions. Hence, a good
enumeration algorithm should guarantee that it will find as many solutions as pos-
sible in a predictable amount of time. In this case, polynomial incremental time

algorithms are more suitable: an algorithm is in polynomial incremental time if
the time needed to enumerate the first k solutions is polynomial in k and in the
size of the input. Such algorithms naturally appear when the enumeration task is
of the following form: given a set of elements and a polynomial time function act-
ing on tuples of elements, produce the closure of the set by the function. One can
generate such closure by iteratively applying the function until no new element is
found. As the set grows, finding new elements becomes harder. For instance, the
best algorithm to generate all circuits of a matroid uses a closure property of the
circuits [71] and is thus in polynomial incremental time. The fundamental prob-
lem of generating the minimal transversals of a hypergraph can also be solved in
subexponential incremental time [54] and some of its restrictions in polynomial
incremental time [48].

However, when one wants to process a set in a streaming fashion such as
the answers of a database query, incremental polynomial time is not enough and



we need a good delay between the output of two consecutive solutions, usually
bounded by a polynomial in the input size. We refer to such algorithms as polyno-

mial delay algorithms. Many problems admit such algorithms, e.g. enumeration of
the cycles of a graph [91], the satisfying assignments of some tractable variants of
SAT [36] or the spanning trees and connected induced subgraphs of a graph [6].
All polynomial delay algorithms are based on few methods such as backtrack

search (also called flashlight search or binary partition) or reverse search, see [78]
for a survey.

When the size of the input is much larger than the size of one solution, think
generating subsets of vertices of a hypergraph or small queries over a large database,
polynomial delay is an unsatisfactory measure of e�ciency. The good notion of
tractability is strong polynomial delay, i.e. the delay is polynomial in the size of

the last solution. A folklore example is the enumeration of the paths in a DAG,
which is in delay linear in the size of the last generated path. More complex prob-
lems can then be reduced to generating paths in a DAG, such as enumerating the
minimal dominating sets in restricted classes of graphs [58].

Contrary to classical complexity classes, none of the classes introduced in this
column but EnumP, the equivalent of NP, have complete problems. Because of
that, there are no definite notion of reduction between enumeration problems, and
for each proof that some enumeration problem is harder than another, there is a
new reduction. To overcome the lack of completeness result, several works restrict
themselves to smaller families of enumeration problem in the hope of better clas-
sifying their complexity: assignments of SAT formula [36], homomorphisms [19],
subsets given by saturation operators [80], FO queries over various structures [93],
maximal subgraphs [27, 31, 30]. . .

Organization In Section 2, enumeration problems and the related computation
model are defined, with an emphasis on the consequences of several definitional
choices. Then we introduce complexity classes related to three complexity mea-
sures, the total time in Section 3, the incremental time in Section 4 and the delay
in Section 5. For all these classes, we provide separation and characterizations
when possible. In Section 6, we describe the lack of hardness and lower bound
results for enumeration problems and show some perspective to overcome this sad
state of a↵airs. Finally in Section 7, we briefly sketch several ways to extend the
complexity classes introduced (solution order, space, randomization, FPT. . . ) and
present several alternative approaches to the task of listing solutions exhaustively.



2 Enumeration problems
Let ⌃ be a finite alphabet and ⌃⇤ be the set of finite words built on ⌃. We denote
by |x| the length of x 2 ⌃⇤. Let A ✓ ⌃⇤ ⇥ ⌃⇤ be a binary predicate, we write A(x)
for the set of y such that A(x, y) holds. The enumeration problem Enum·A is the
function which associates A(x) to x. The element x is often called the instance or
the input, while an element of A(x) is called a solution. We denote the cardinal of
a set S by |S |.

In this column, we only consider predicates A such that |A(x)| is finite for
all x. This assumption could be lifted and the definitions on the complexity of
enumeration adapted to the infinite case. This is not done here because infinite
sets of solutions behave quite di↵erently when studying the complexity of their
enumeration. However, there are many natural infinite enumeration problems such
as listing all primes or all words of a context-free language [52].

We can further reduce the set of enumeration problems by adding constraints
on their solutions. First, the size of each solution can be bounded by a function of
the instance. It is reasonable since in many problems the size of a solution is fixed,
known beforehand and not too large, otherwise we would not even try to produce
them. A predicate A is said to be polynomially balanced if for all y 2 A(x), |y| is
polynomial in |x|.

Let Check·A be the problem of deciding, given x and y, whether y 2 A(x).
A constraint we could impose on enumeration problem is to be able to check
e�ciently whether a string is a solution. To do that, we ask for Check·A to be
in polynomial time, a condition which holds for almost all practical enumeration
problems.

From a polynomially balanced predicate A with Check·A in polynomial time,
we can define an NP problem by asking whether A(x) is empty or a #P problem by
asking for |A(x)|. It is then natural to define a class containing such enumeration
problems, analogous to NP.

Definition 2.1. The class EnumP is the set of all problems Enum·A where A is
polynomially balanced and Check·A 2 P.

The problems in EnumP can be seen as the task of listing the solutions (or
witnesses) of NP problems. One good property of EnumP is to be stable under
several reductions and having some complete problem as explained in Section 6.
However, it is hard to define a reduction which makes all hard problems of EnumP
complete and this di�culty appears in the definition of the polynomial hierarchy
for enumeration that we mention in Section 7.

Finally, remark that in the definition of EnumP no specificity of enumeration
are taken into account. We are able to define it before even specifying the com-



putation model or the complexity measures, as it only relies on the complexity of
deciding the auxiliary problem Check·A.

Computation model The computational model is the random access machine
model (RAM) with comparison, addition, subtraction and multiplication as its
basic arithmetic operations and an operation Output(i, j) which outputs the con-
catenation of the values of registers Ri,Ri+1, . . . ,Rj. RAM machine have been
introduced by Cook and Reckhow [34, 2]; for variants designed for enumeration
see [7, 94]. All instructions are in constant time except the arithmetic instructions
which are in time logarithmic in the sum of the integers they are called on.

A RAM machine solves Enum·A if, on every input x 2 ⌃⇤, it produces a se-
quence y1, . . . , yn such that A(x) = {y1, . . . , yn} and for all i , j, yi , y j, that is
no solution must be repeated! We may assume that all registers are initialized to
zero, and the space used by the machine at some point of its computation is the
sum of the length of the integers up to the last registers it has accessed. We define
by TM(x, i) the time taken by the machine M on input x before the ith Output in-
struction is executed. Usually we drop the subscript M and write T (x, i) when the
machine is clear from the context. The delay of a RAM machine which outputs
the sequence {y1, . . . , yn} is the maximum over all i  n of the time the machine
uses between the generation of yi and yi+1, that is maxi T (x, i + 1) � T (x, i). In
some works, preprocessing and postprocessing times are considered separately
from the delay. It is extremely rare to need more time for deciding if the enumer-
ation is finished than to output a solution, hence we consider here that there is no
postprocessing: enumeration stops as soon as the last solution is output. To make
small complexity classes interesting, it is important to allow preprocessing, that is
TM(x, 0), to be larger than the delay and we will mention it when appropriate.

Why a RAM instead of a Turing Machine ? While the RAM machine better
maps to real computers and is thus better to measure precisely the complexity of
algorithms, it can be simulated with cubic slowdown by a Turing Machine [34,
87]. A polynomial time Church’s Thesis states that all realistic computational
models are equivalent up to polynomial slowdown1, which makes the computation
model irrelevant for classical complexity. However, we can isolate a sequence of
operations during the execution of a RAM which takes exponentially more time
on a Turing Machine which simulates it. The RAM has the power of indirection: it
can access any address in constant time, while the Turing machine should traverse
all its tape to read some cell. This allows to use dictionary data structures essential

1the thesis is not true for quantum computers, but we still do not know whether they are phys-
ically implementable



in enumeration such as AVL trees or tries [35] which gives linear time access to
objects inside an exponential set.

Why such a constant time OUTPUT instruction? The choice of the OUTPUT
instruction and of its complexity is only relevant for algorithms with a sublinear
delay, in particular a constant delay. In all definitions of RAM machine for enu-
meration [7, 94, 78, 17] the OUTPUT instruction can be issued in constant time.
This is required to make constant delay interesting by capturing problems like
Gray code enumeration or query answering, otherwise only a constant number of
constant size solutions can be generated in constant delay. This is similar to the
definition of logarithmic space, where machine can write an output in a special
tape which is not taken into account in the space used [87]. Constant time output
is meaningful, when only the deltas between solutions rather than solutions are
output. It is also relevant, when instead of storing solutions we only need to do
a constant time operation on each solution such as counting them or evaluating
some measure which depends only on the constant amount of changes between
two consecutive solutions.

The originality of the RAM model proposed in this column is to allow out-
putting solutions at di↵erent positions of the memory, to really take advantage of
indirection. In previous models the size of the solution was implicit, here we make
it explicit and also maintain its position in memory. This choice does not seem a
big stretch from reality since, in practice, a programmer does not even precisely
control where information is stored in memory. It allows to list with constant de-
lay consecutive solutions which may di↵er by an unbounded number of elements,
which is not possible in the traditional model with fixed registers for the output.

Why this cost model ? The cost model used to take into account the di↵erent
operations of the RAM has no impact on complexity classes defined by a polyno-
mial bound, so the choice is mostly arbitrary. We choose to count addition and
multiplication as a linear number of operations in the size of their arguments. We
could choose to count the addition as a unit time operation, but not the multiplica-
tion otherwise we can generate doubly exponential numbers in linear time. Note
that we need to allow unbounded integers in registers to be able to deal with large
data structures.

For small complexity classes, such as linear delay or constant delay, the choice
of the cost model becomes extremely relevant. In such situations, sometimes im-
plicitly, the uniform cost model (see [34, 2]) is chosen: addition, multiplication
and comparison are in constant time. However, if the input is of size n, the
machine has log(n) word-size, i.e. integers in registers are bounded by n. This
model is robust enough to define linear time computation [59] and constant delay



in enumeration [43, 7]. It is similar to word RAM model, a transdichotomous
model [55], used to give finer and more realistic bounds for data structures. In
some enumeration algorithms, all solutions must be stored and they can be 2n of
them. Hence, restricting integers in registers to be of size log(n) or even k log(n)
for a fixed k is not su�cient to address all the memory needed to store the so-
lutions. Hence, rather than bounding the register size, a good compromise is to
take as cost of an instruction the logarithm of the sum of its arguments divided

by n. Alternatively, some constant time operations on unbounded integers such as
comparison and incrementation can be allowed.

3 Output polynomial time
To measure the complexity of an enumeration problem, we consider the total time
taken to compute all solutions. Since the number of solutions can be exponential
with regard to the input, it is more relevant to give the total time as a function
of the size of the input and of the output. In particular, we would like it to be
polynomial in the number of solutions; algorithms with this complexity are said
to be in output polynomial time or sometimes in polynomial total time.

Definition 3.1 (Output polynomial time). A problem Enum·A 2 EnumP is in
OutputP if there is a polynomial p(x, y) and a machine M which solves Enum·A
and such that for all x, T (x, |A(x)|) < p(|x|, |A(x)|).

For instance, if we see a polynomial as a set of monomials, then classical
algorithms for interpolating multivariate polynomials from their values are output
polynomial [107] as they produce the polynomial in a time proportional to the
number of its monomials.

The classes EnumP and OutputP may be seen as analogue of NP and P for
the enumeration. It turns out that their separation is equivalent to the P = NP

question, since an algorithm in OutputP allows to decide whether there is at least
one solution in polynomial time.

Proposition 3.1 (Folklore, see [21]). OutputP = EnumP if and only if P = NP.

4 Incremental polynomial time
When generating all solutions is already too long, we want to be able to generate at
least some. Hence, we should measure (and bound) the total time used to produce
a given number of solutions. This dynamic version of the total time is called
incremental time. Given an enumeration problem A, we say that a machine M



solves Enum·A in incremental time f (m)g(n) if on every input x, M enumerates m

elements of A(x) in time f (m)g(|x|) for every m  |A(x)|.

Definition 4.1 (Incremental polynomial time). A problem Enum·A 2 EnumP is in
IncPa if there is a machine M which solves it in incremental time O(ma

n
b) for b

constant. Moreover, we define IncP =
S

a�1 IncPa.

In the definition of IncPa, we usually allow preprocessing polynomial in the
input to make the class more robust. Remark that allowing arbitrary polynomial
preprocessing does not modify the class IncP, since this preprocessing can always
be seen as the polynomial time before outputting the first solution.

Let A be a binary predicate, AnotherSolA is the search problem defined as,
given x and a set S, find y 2 A(x) \ S or answer that S ◆ A(x) (see:[94, 37]). The
problems in IncP are the ones with a polynomial search problem, as stated in the
following proposition.

Proposition 4.1 (Folklore). Let A be a predicate such that Enum·A 2 EnumP.

AnotherSolA is in FP if and only if Enum·A is in IncP.

The class IncP is usually defined as the class of problems solvable by an algo-
rithm with a delay polynomial in the number of already generated solutions and
the size of the input.

Definition 4.2 (Usual definition of incremental polynomial time.). A problem
Enum·A 2 EnumP is in UsualIncPa if there is a machine M which solves it such
that for all x and for all 0 < t  |A(x)|, |T (x, t) � T (x, t � 1)| < ct

a|x|b for b and c

constants.

This alternative definition is motivated by saturation algorithms, which pro-
duce solutions by applying some polynomial time rules to enrich a set of solutions
until saturation. There are many saturation algorithms, for instance to enumerate
circuits of matroids [71] or to compute closure by set operations [79].

With our definition, we better capture the fact that investing more time guar-
antees more solutions to be output, which is a bit more general at first sight than
bounding the delay because the time between two solutions is not necessarily reg-
ular. It turns out that these classes are the same by amortization, that is storing the
output solutions in a bu↵er and outputting them regularly from the bu↵er.

Proposition 4.2 (Folklore, see [20]). For every a 2 N, IncPa+1 = UsualIncPa.

The amortization method plus a data structure to detect duplicates solutions
such as a trie, allow to deal with bounded repetition of solutions and is often used
to simplify the design of algorithms, see for instance the well-named Cheater’s
Lemma [22].



Since IncP is characterized by the search problem AnotherSolA, it is related
to the class TFNP introduced in [82]. A problem in TFNP is a polynomially
balanced polynomial time predicate A such that for all x, A(x) is not empty. An
algorithm solving a problem A of TFNP on input x outputs one element of A(x).
The class TFNP can also be seen as the functional version of NP \ coNP. It
turns out that the separation of IncP and OutputP is equivalent to the separation of
TFNP and FP. The proof is based on modifying AnotherSolA into a problem of
TFNP, so that, assuming TFNP = FP, a solution to this problem is found which
can then be used to solve AnotherSolA.

Proposition 4.3 ([20]). TFNP = FP if and only if IncP = OutputP.

The class OutputP is conditionally di↵erent from EnumP as shown in Propo-
sition 3.1 and it is also strictly larger than IncP by Proposition 4.3. However, no
natural problem is known to be inside OutputP but not in IncP.

Open problem 1. Find a natural problem in OutputP not in IncP. It should be

a problem for which AnotherSol is hard, but not its decision version, where the

existence of another solution is asked.

We can get a finer separation of classes than in Proposition 4.3: (IncPa)a2R+
form a strict hierarchy inside IncP. We need to assume some complexity hypoth-
esis since P = NP implies IncP = IncP1. Since we need to distinguish between
di↵erent polynomial complexities as in fine grained complexity, we also rely on
the Exponential Time Hypothesis (ETH). It states that there exists ✏ > 0 such that
there is no algorithm for 3-SAT in time Õ(2✏n) where n is the number of variables
of the formula and Õ means that we have a factor of n

O(1).

Theorem 4.1 ([20]). If ETH holds, then IncPa ( IncPb for all a < b.

The theorem is proved by considering a modified version of SAT with a care-
fully chosen number of trivial solutions and an exponential repetition of the real
ones. Then, if IncPa = IncPb we can find a solution of any SAT formula slightly
faster than brute force by using the incremental algorithm, which in turn proves
a larger collapse of the IncPa classes. Applying this trick enough times proves
the theorem. Using a similar proof, the same strict hierarchy for OutputP can be
obtained.

5 Delay
In this section, we study complexity classes derived from a constraint on the delay,
depending either on the input or the size of a single solution.



5.1 Polynomial delay
Definition 5.1 (Polynomial delay). A problem Enum·A 2 EnumP is in DelayP if
there is a machine M which solves it such that for all x and for all 0 < t  |A(x)|,
|T (x, t) � T (x, t � 1)| < C|x|a for constants C and a.

Observe that, by definition, DelayP = UsualIncP0 and is thus included in IncP
by Proposition 4.2. Polynomial delay is the most usual notion of tractability in
enumeration, both because it is one of the best possible guarantees (regularity
and linear total time) and paradoxically because it is relatively easy to obtain.
Indeed, most methods used to design enumeration algorithms such as backtrack
search with an easy extension problem [80], or e�cient traversal of a supergraph
of solutions [75, 6], yield polynomial delay algorithms when they are applicable.

Contrarily to IncP, there is no characterization of DelayP related to the com-
plexity of some search or decision problem, but there are some interesting impli-
cations. Let ExtSol·A be the problem of deciding, given x and w1, whether there
is s = w1w2 such that s 2 A(x). The set A(x) can be divided into solutions begin-
ning by 0 and 1 and so on recursively and ExtSol·A can be used to decide whether
those subsets of solutions are empty. This method is an e�cient backtrack search,
often called binary partition or flashlight search (see e.g. [80]).

Proposition 5.1. If ExtSol·A 2 P, then Enum·A 2 DelayP.

Consider any graph property P closed by induced subgraph. Given a graph,
the problem is to generate all its maximal induced subgraphs satisfying P, for in-
stance generating the maximal cliques of a graph if the property is to be a complete
graph. The input restricted problem is also the problem of generating maximal in-
duced subgraphs, with the additional constraint that there is a vertex in the input
graph G such that G \ v 2 P. The general problem is in DelayP if the input re-
stricted version is in polynomial time (and thus has only a polynomial number
of solutions). This method helps design algorithms, and equivalences with the
restricted problem can be obtained for IncP and OutputP, see [27]. This is a gen-
eralization of a method by Lawler et al. [75] on families of sets closed by subsets,
where the enumeration is related to the so called I [ j problem.

Since an enumeration problem asks for a set of solutions, we can build new
problems by acting on this set: the predicate A [ B is defined as (A [ B)(x) =
A(x) [ B(x) and we get a new problem Enum·(A [ B). This definition can easily
be adapted to any set operation such as the complement or the intersection. We
say that a complexity class C is stable under some operation, say the union, when
Enum·A,Enum·B 2 C implies Enum·A [ B 2 C. It turns out that DelayP is stable
for several operations.

Theorem 5.1 ([94]). The classes OutputP, IncP, DelayP are stable under union,

Cartesian product and polynomial size deletion.



As a consequence, these operations can be used to design reductions, as shown
in Section 6 or to simplify the design of good algorithms by focusing on simpler
problems. To obtain stability under union for smaller classes, like constant delay,
we need additional hypotheses, either the union is disjoint or the Check·A problem
is in constant time. Several other operations do not leave any enumeration classes
stable but EnumP because they allow to build an EnumP-complete problem from
simpler ones.

Theorem 5.2 ([94]). If P , NP the DelayP, IncP, OutputP are not stable under

unbounded deletion, intersection or complement.

5.2 Strong polynomial delay
When the input is huge with regard to a single solutions, we would like a sublinear
delay, or even a delay which depends only on the size of the generated solutions.
In the following definition, a preprocessing polynomial in the size of the input is
allowed, since the input should at least be read before outputting solutions.

Definition 5.2 (Strong Polynomial delay). A problem Enum·A 2 EnumP is in
SDelayP if there is a machine M which enumerates A(x) = {y1, . . . , yn} for all x

and for all 0 < t  n, |T (x, t) � T (x, t � 1)| < C|yt|a for constants C and a.

Presently, very few problems have strong polynomial delay algorithms: gen-
erating the assignments of 9FO formulas with second order free variables [44]
or existential MS O formulas over bounded tree width structures [3]. However,
even extremely simple problems such as computing the closure by union of a set
system [80], have a linear delay algorithm but do not seem to have a strong poly-
nomial delay algorithm.

Open problem 2. Prove that SDelayP ( DelayP modulo some decision complex-

ity hypothesis.

Studying EnumDNF, the enumeration of assignments of a DNF formula, could
help prove the separation of SDelayP and DelayP. The structure of the assign-
ments of a DNF is very simple: it is the union of the assignments of its terms.
The main di�culty to obtain a strong polynomial delay algorithm for EnumDNF
is that the union is not disjoint and just enumerating the solutions of each term
causes repetitions of solutions. Solution repetitions because of non disjoint union
is a common problem in enumeration and this issue appears in its simplest form
when solving EnumDNF. We hope that understanding finely the complexity of
this problem and giving better algorithm to solve it will shed some light on more
general problems, that is why we propose the following conjectures.



Conjecture 5.1 (DNF Enumeration Conjecture). EnumDNF < SDelayP.

We can even state a stronger variant, similar in precision to ETH.

Conjecture 5.2 (Strong DNF Enumeration Conjecture). There is no algorithm
solving the problem EnumDNF in delay o(m) where m is the number of terms of
the DNF.

In [20], several stronger forms of these conjectures on restricted formulas such
as monotone DNF and k-DNF, or adapted to the average delay are refuted.

Open problem 3. Prove or disprove the (strong) DNF Enumeration Conjecture

modulo some decision complexity hypothesis.

5.3 Four flavors of constant delay
The class of problems solvable with a constant delay is very sensitive to the way
the computational model and the complexity measure are defined. There are at
least four slightly di↵erent notions of constant delay used by di↵erent communi-
ties. In all cases, we assume that operations on integers less than n are in constant
time, with n the size of the input.

Constant delay In several RAM models, the output registers are fixed and an
output solution is always contained in the first of these registers. Hence, two
consecutive solutions must only di↵er by a fixed number of elements, such an
ordering of solutions is often called a Gray code. Moreover; it should be possible
to go from a solution to the next in constant time, such an algorithm is sometimes
called loopless in the context of Gray code. There are many such algorithms for
the generation of combinatorial objects [100, 92, 72]: the integers less than 2n,
combinations, Dyck words, . . .

Constant delay with dynamic amortization The use of the generalized OUT-
PUT instruction presented in this column allows to amortize a slow enumeration
process with a fast one. It can be used to generate assignments of a k-DNF in
constant time [20]. Constant delay can be obtained even when the solutions do
not follow a Gray code order.

Constant amortized time An algorithm has a constant amortized time (CAT)
if its total time divided by the number of solutions is constant, i.e. its average
delay is constant. Consider the generation of the integers between 0 and 2n � 1
in the usual order. Adding one to an integer number may change up to n bits, but
on average only two bits are changed and the time needed is proportional to the



number of changed bits. Hence, on average over the whole enumeration, only a
constant number of operations per solution is required. See Ruskey’s book [92]
for many examples of CAT algorithms. Uno’s push-out method [97] also helps
turn backtracking algorithms into CAT algorithms.

Remark that for some problems, such as the enumeration of unrooted trees [105],
it has been later proved that they admit a proper constant delay algorithm [84].
Amortization may be used to turn a CAT algorithm to constant delay algorithm
if the generation of solutions is regular enough. Sometimes, the solutions to be
generated are organized as nodes of a tree and given by some traversal of the tree.
Using Feder’s trick, introduced for 2CNF [51], of generating solutions of even
depth when going down the tree and solutions of odd depth when going up, one
may turn a CAT algorithm into a constant delay one without relying on amortiza-
tion.

Open problem 4. Give a su�cient condition to make constant amortized time

algorithms constant delay, possibly using exponential space. Can we always do

that for algorithms obtained by push-out amortization?

FPT delay When doing query evaluation, the query is often considered fixed,
and we say that we consider the data complexity. Hence, the number of free vari-
ables of the query is also fixed, let us denote it by k. A solution is a k-tuple of
elements from the structure. Let n be the size of the structure, then k integers of
size log(n) bits are necessary to encode a solution. Since we have assumed a uni-
form cost measure, these elements can be dealt with in constant time. Note that
there are at most n

k solutions, hence to make the class interesting, the preprocess-
ing should be bounded by something stricter than any polynomial. The choice is
often to consider a linear preprocessing.

Durand and Granjean have shown that FO queries over bounded degree struc-
tures can be done with constant delay and linear preprocessing [43]. Following
that result, many query languages have been proven to have a constant delay algo-
rithm, see the survey of Segoufin [93]. Several enumeration algorithms for solving
FO queries over sparse models (see [99]) can be executed by a jumping automaton
on graph or JAG [33], which represents an input by a colored graph and is only
allowed to move pebbles along edges as a computation step. A JAG with a fixed
number of pebbles is more restricted than a constant delay algorithm. One could
hope to prove lower bounds for enumeration using JAGs, in fact they have been
introduced to prove space lower bounds for problems like connectivity [102].

Open problem 5. [Suggested by Segoufin] Can we prove unconditionally that

there is some simple FO query, say 9z(R(x, z) ^ S (z, y)), which cannot be solved

using a JAG with a constant number of pebbles and linear preprocessing?



6 Reduction and lower bounds
In this section, we study the problem of proving that an enumeration problem is
hard for some classes. We first show that many di↵erent reductions are used to
prove that some problem is harder than another. Unfortunately, we have no sat-
isfying notion of completeness as in classical complexity, which makes relative
hardness of problems less satisfying. Then we show a few methods to prove that
an enumeration is not in some class relying on decision problems. Finally, in the
spirit of fine grained complexity [104], we propose to base hardness of enumera-
tion on the supposed hardness of well-studied enumeration problems such as the
enumeration of minimal transversal in hypergraphs.

6.1 Reductions
In this section we briefly review di↵erent notions of reductions for enumeration
problems. One required property is that complexity classes introduced in the pre-
vious sections are closed under reduction. It means that if we can reduce Enum·A
to Enum·B and that Enum·B 2 C for some class C, then Enum·A 2 C. This prop-
erty guarantees that reduction can serve to provide algorithms and not just hard-
ness. All considered reductions are also transitive. The parsimonious reduction
for counting problems enforces equality of numbers of solutions. We can adapt it
by providing an explicit way to realize the bijection between solutions.

Definition 6.1 (Parsimonious Reduction). Let Enum·A and Enum·B be two enu-
meration problems. A parsimonious reduction from Enum·A to Enum·B is a pair
of polynomial time computable functions f , g such that for all x, g(x) is a bijection
between A(x) and B( f (x)).

An EnumP-complete problem is defined as a problem in EnumP to which
any problem in EnumP reduces. The problem Enum·3S AT , the task of listing all
solutions of a 3-CNF formula is EnumP-complete, since the reduction used in the
proof that SAT is NP-complete [32] is parsimonious. The parsimonious reduction
is enough to obtain EnumP-complete problem, but is usually too restrictive to
make some hard problems complete. Let us consider the predicate S AT0(�, x)
which is true if and only if x is a satisfying assignment of the propositional formula
� or x is the all zero assignment, then S AT0(�) is never empty and therefore many
problems of EnumP cannot be reduced to Enum·S AT0 by parsimonious reduction,
while, from an enumeration perspective, it is exactly as hard as Enum·3S AT .

To overcome this problem, we can generalize the parsimonious reduction as
much as possible, so that DelayP is stable under the designed reduction. To make
Enum·S AT0 complete, it is enough to allow in parsimonious reduction the addition



or deletion of a polynomial number of solutions themselves produced in polyno-
mial time. DelayP is stable under such reduction because of Proposition 5.1. Sev-
eral reductions for OutputP, IncP and DelayP have been given by Mary in [78].
We give here a polynomial delay reduction, which associates to each solution of
some problem a subset of solutions of another problem such that all these subsets
partition the desired set of solutions.
Definition 6.2 (Polynomial delay reduction from [78]). Let Enum·A,Enum·B 2
EnumP and f , g two polynomial time computable functions. The pair ( f , g) is a
polynomial delay reduction if there is a polynomial p such that:
• Ss2B( f (x)) g(s) = A(x) (all solutions of A are obtained)

• |{s 2 B( f (x)) | g(s) = ;}|  p(|x|) (all but a polynomial number of solutions
of B give solutions of A)

• 8s1, s2 2 B( f (x)), g(s1) \ g(s2) = ; (no repetition of solutions)
Using this reduction, it has been proven that the problem of listing minimal

transversals of a hypergraph is equivalent to listing the minimal dominating sets
of a graph [67], a result which has motivated the study of enumeration of minimal
dominating sets over various graph classes [68, 14].

We can relax polynomial delay reductions by allowing a polynomially bounded
number of repetitions, such reductions are called e-reduction in [37]. Instead of
mapping a solution of B to a polynomial number of solutions of A, we could even
allow a polynomial delay algorithm to generate any number of solutions of A from
a solution of B. We can further be generalized by defining Turing reduction for
enumeration, that is allowing access to an oracle solving an enumeration problem
using two additional instructions, one to begin an enumeration, the other to get
the next solution. When the oracle machine computing the reduction has a poly-
nomial delay or an incremental polynomial time, the reductions are called D or I
reductions [37].

Finally, the notion of polynomial delay reduction may be refined when consid-
ering hardness results within DelayP as in fine-grained complexity, in particular
hardness for strong polynomial delay and constant delay. It can be done by re-
quiring that, for a reduction ( f , g), g(s) can be enumerated with strong polynomial
delay or constant delay. Such a reduction is used to prove that several saturation
problems are not in SDelayP if listing the models of monotone DNF [80] is not in
SDelayP.

No complete problems are known for the complexity classes we have intro-
duced but EnumP with respect to any reduction. In fact, artificial constructions
using padding, as presented for SAT and parsimonious reduction, are often enough
to build a hard but not complete problem. This emphasises the need to find other
methods to prove lower bounds for specific problems.



6.2 Known lower bounds
Relation to decision To any enumeration problem Enum·A, we can associate
Exist·A the problem of deciding whether A(x) = ;. If P , NP, any problem
such that Exist·A is NP-hard cannot be in OutputP. Hence, any variation on the
enumeration of witnesses of NP-hard problems is not in OutputP.

Recall that, by Proposition 4.1, a problem Enum·A 2 IncP if and only if
AnotherSolA 2 FP. Hence, if we assume P , NP and that AnotherSolA is NP-
hard, then Enum·A < IncP. This has been used to prove that several problems
are not in IncP: enumerating maximal models of Horn formula [69], enumerat-
ing vertices of a polyhedron [70] and dualization in lattice given by implicational
bases [41].

Barrier to a natural method The most used method to obtain a polynomial
delay algorithm is showing that ExtSol·A is polynomial. Hence showing that it is
in fact NP-complete may rule out the use of backtrack search. Extension problems
have been studied for their own sake and there are many NP-hardness results,
see [24, 23] and the references therein. In particular, the extension problem of the
minimal transversals is NP-hard [16].

Unconditional lower bounds Unconditional lower bounds are extremely hard
to obtain: after fifty years of research, is not even known whether SAT requires
superlinear time. To obtain unconditional lower bounds in enumeration, the eas-
iest approach is to show that a problem is not in a very small complexity class,
like constant delay with polynomial preprocessing, and even to restrict the com-
putational model. That is why we have proposed the Open Problem 5 on the JAG
computational model. Indeed, the best known separations from classical com-
plexity are for classes of problems solvable by family of boolean circuits: strict
hierarchy inside AC

0 [62], polynomial size monotone circuits cannot decide the
existence of a k-clique [90] and ACC , NEXP [103].

Open problem 6. Can we define meaningful circuit classes for enumeration and

prove unconditional separations of these classes? Can we relate circuit classes

for enumeration to parallel computation or descriptive complexity?

Lower bound from fine grained complexity Instead of assuming P , NP,
we may need to make stronger assumptions. If we assume that 3S UM cannot
be solved faster than O(n2), there are several lower bounds on the complexity of
generating all triangles of a graph [74]. Some lower bounds involving the number
of triangles can be rephrased as stating that the delay is at least O(m1/3), with m the
number of edges. Another example is the characterization of the complexity of an



acyclic FO query: either it is in some class called CCQ and its assignments can
be enumerated in constant delay or it is not in CCQ and its assignments cannot
be enumerated with constant delay, unless the product of boolean matrices can be
computed in O(n2) [8]. Finally, an algorithm that generates maximal solutions of
any strongly accessible set system has a worst case time complexity of ⌦(t2q/2),
unless SETH is false [30]. Here t denotes the number of solutions and q their
maximal size.

Open problem 7. Assuming SETH, prove a weak lower bound: there is no con-
stant delay or strong polynomial delay algorithm for generating the minimal

transversals of a hypergraph, the circuits of a binary matroid or the maximal

cliques of a graph.

Reduction to well studied problem Rather than assuming complexity hypothe-
ses on decision problems, as in the previous paragraph, we could base the hardness
of an enumeration problem on an hypothesis on the hardness of another enumer-

ation problem. The best example of this approach are the many problems which
have been proven to be as hard or equivalent to enumerating the minimal transver-
sals of an hypergraph, a problem which is still not proved to be in OutputP after
30 years of research. Among these problems are the dualization of a monotone
boolean formula, the generation of vertices of an integral polytope [15], the enu-
meration of minimal keys, see [47, 60] for many examples.

We can use the conjectures made on the complexity of EnumDNF in Sec-
tion 5.2 as a source of hardness. More precisely, if EnumDNF can be reduced to
some problem Enum·A, then it should be a sign that Enum·A is not in SDelayP.
If the enumeration of assignments of a monotone DNF formula (equivalently the
ideals of some boolean poset) can be reduced to Enum·A then it is a sign that there
is no algorithm with strong polynomial delay and polynomial space.

Open problem 8. Propose your own hypothesis on some enumeration problem

you have not been able to crack. In particular, is there a good problem that is in

IncP but not believed to be in DelayP which can be used for reduction ?

Open problem 9. Could we transfer hardness between classes: prove that some

problem, for instance EnumDNF, is not in SDelayP if and only if some other prob-

lem, for instance generating minimal transversals, is not in IncP.



7 Alternative approaches

7.1 Variations on enumeration complexity
The definition of enumeration problems and complexity classes we gave can eas-
ily be modified and extended, yielding other complexity classes and separations.
Some of these variations are mentioned here:

Checkability In the definition of the di↵erent enumeration classes, we could
remove the hypothesis that the solutions are of polynomial size and certifiable
in polynomial time. In that case, all class separations are unconditional, using
the time hierarchy Theorem [61], see [21]. However, several properties do not
hold, such as the closure of DelayP under union and the equivalences between
separation of enumeration complexity classes and P , NP or FP , TFNP.

Solution order Enumeration problems can be further constrained by requiring
the solutions to be produced in a given order. When partial orders are allowed, it is
a strict generalization of enumeration problems as defined here. From a practical
point of view, it is a way to deal with a large number of solutions by requesting the
enumeration of the best ones first and it relates to the problem of finding the k best
solutions (see Section 7.2). From a structural complexity perspective, on one hand
it has no e↵ect on the class OutputP since the elements can be sorted after having
been produced. On the other hand, it has a dramatic e↵ect on DelayP: maximal
independent sets can be enumerated in lexicographic order with polynomial delay
but not in reverse lexicographic order [65]! However, hardness results with a fixed
order are directly derived from the hardness of finding some largest solution and
do not tell much about enumeration. Indeed, even trivial enumeration problems
become hard when paired with the appropriate order (see Section 2.4 of [94]).

FPT enumeration Fixed parameter tractable classes can be easily derived from
the enumeration classes presented here in the obvious manner, and kernelization
can be extended to enumeration. Enumeration of vertex covers or weighted as-
signments of satisfiability problems admit enumeration algorithms with an FPT
delay [39, 38].

Randomized enumeration Randomization can be added to enumeration algo-
rithms, by allowing to produce a wrong set of solutions with a small probability.
The only example of such an algorithm is for enumerating monomials of a poly-
nomial [95], and randomization is required because polynomial identity testing



needs to be solved as a subroutine. Interestingly, while randomization helps in
many settings, it does not seem yet well exploited in enumeration.

Dynamic enumeration Recently, many enumeration algorithms from databases
have been adapted to allow for updates of the input. It means that after modifying
the input, e.g. adding or removing an edge of a graph, or changing the color of
a node, the enumeration can be restarted without doing another preprocessing
(or a very short one). For instance, enumerating the satisfying assignments of
MSO formulas over trees can be done with a delay linear in each solution and
logarithmic update [4].

Space complexity Only time restrictions have been considered in this column,
but space has a huge role in practical enumeration algorithms and is often a bot-
tleneck, for instance when generating maximal cliques [29]. We could define an
equivalent of PSPACE by allowing a space polynomial in the input, without tak-
ing into account the output solutions. It is also relevant to ask for polynomial
space and polynomial delay algorithms as a tractability measure. In fact, several
algorithmic methods have been designed to traverse a supergraph of solutions with
polynomial delay, while using only polynomial space [75, 6, 30].

When trying to prove lower bounds, it could be helpful to add the constraint of
polynomial space. For instance, we could try to prove that the minimal transver-
sals of a hypergraph cannot be computed with polynomial delay and polynomial

space. Moreover, amortization which allows to trade space for regularity as in
Proposition 4.2 cannot work when requiring polynomial space. Hence, with poly-
nomial space IncP0 may not be equal to DelayP. Some partial results [21] show
that algorithms in incremental linear time with enough regularity are in polyno-
mial delay using only an additional polynomial space but the general question is
open.

Open problem 10. Prove or disprove that IncP0 = DelayP with polynomial space.

7.2 Alternative approaches
There are many alternative ways to consider the problem of listing solutions. In
this column, we have studied the dynamic of algorithms solving exhaustive enu-
meration problems through incremental time or delay. It seems to be very hard
to prove lower bounds or completeness results with these dynamic measures and
approaches relying on classical notions of time complexity are more amenable to
hardness results. From a practical point of view, due to the size of the solution
space, non exhaustive approaches seem particularly relevant.



Input sensitive Input sensitive algorithms have their complexity expressed in
terms of the input size only. The size of the solution space is thus a lower bound
to their complexity. Since this size is typically exponential, their complexity is
also exponential. In fact, these algorithms are often called exact exponential algo-
rithms (see the book of Fomin and Kratsch [53]). The aim is to find algorithms,
whose complexity is as close as possible to the maximal number of solutions. As
a byproduct, analysis of input sensitive algorithms often provide upper bounds on
the number of solutions. A typical example is the Bron–Kerbosch algorithm [18]
to list all maximal cliques of a graph: there are at most 3n/3 maximal cliques in a
graph with n vertices [83] and its complexity is in O(3n/3). When there are less so-
lutions than the maximal number, input sensitive algorithms should be ine�cient,
but they are sometimes e�cient in practice [25].

Polynomial hierarchy In this column, we have presented EnumP and classes
inside it, trying to characterize di↵erent notions of tractability for enumeration. To
classify hard problems, for which finding a solution is already NP-hard, we need
something similar to the polynomial hierarchy. Such classes have been built [37]
by adding oracles in the polynomial hierarchy to polynomial delay or incremental
polynomial time machine. Note that it is di�cult to find a reduction notion for
these classes which leaves them stable and yet allows for complete problems.

K-best solutions One way to deal with a large solution space is to reduce it ar-
bitrarily. We can fix a parameter k and ask to enumerate only k solutions. We
could also have some order on the solutions and ask for the k best ones. When k

is not fixed but given as input the problem is very similar to the (ordered) enumer-
ation of solutions with respect to incremental time. The k-shortest path and the
k-minimum spanning tree problems are typical k-best problems with many appli-
cations as explained in a survey by Eppstein [49]. In this survey, some methods
for generating k-best solutions are presented, and they are variations on methods
also used for enumeration: binary partition or the I [ { j} method [75].

Jth solution To avoid to deal with the time and space needed to generate the
whole solution set, it would be good to generate solutions on demand. This prob-
lem is sometimes called the jth solution problem, there is some order on the set
of solutions and given an integer j, we are asked to generate the jth. Remark that
if the jth solution problem is in polynomial time, the counting problem is also
in polynomial time. Hence, only very simple problems admit a polynomial time
algorithm for the jth solution, for instance listing the solutions of an FO query
over a bounded degree structure [9].



Uniform generation A more relaxed variant of the jth solution problem is to
ask for a random solution given uniformly at random, a problem deeply con-
nected to approximate counting [63]. A polynomial time uniform generator can
be turned into an exhaustive enumeration algorithm working with high probability
by repeatedly generating solutions. The only di�culty is to know when to stop
because there is no new solution anymore, but a bound can be derived from the
Coupon Collector Theorem [50].

Theorem 7.1 ([57, 21]). If Enum·A 2 EnumP has a polytime uniform generator,

then Enum·A is in randomized DelayP.

The algorithm used in Theorem 7.1 needs an exponential space for storing the
solutions and some amortization. In general, we cannot get rid of the space, since
Goldberg has given a tight lower bound on the product of space and delay [57].
However, when repetitions are allowed, we can build an exhaustive algorithm
using polynomial space [21], keeping the good space use of random generation.

Open problem 11. There are several methods to obtain a uniform generator:

random walk on a reconfiguration graph [85] or Boltzmann samplers [42]. Can

we get an e�cient enumeration algorithm directly from these methods without

building the random generator?

How much does a free solution help? Often, it is NP-hard to even find a single
solution or a few of them. But what if we are provided a solution to some NP

hard problem, can we find a second one easily ? It turns out that it can be hard,
for instance finding a second Hamiltonian circuit given one is NP-hard [87]. In
fact, when looking for Nash equilibria in a two players game, there is always one
and it is relatively easy to find (in PPAD [86]), while finding a second one is
NP-hard [56].

Finding a second solution is a restricted version of the AnotherSol problem
and it has been systematically studied by several authors [106, 66]. For some
problem, deciding whether there is a second solution given one is easy: There are
always an even number of Hamiltonian circuits in cubic graph, hence if one is
given there must be a second. It is easy to build an artificial enumeration problem,
for which giving a single solution makes the enumeration easy or for which it does
not help.

Open problem 12. Is there a natural EnumP-complete problem which can be

solved in output polynomial time when one solution is given along with the input?



7.3 New horizons
Enumeration problems are especially exposed to the problem of combinatorial
explosion because even a constant delay algorithm cannot escape the cost of go-
ing through each solution, which can already be too large. Moreover, even if a
modern computer equipped with a good algorithm can easily generate thousands
of billions of spanning trees or shortest paths, no user will ever be able to make
sense of such an amount of data. Hence, we should find ways to generate fewer so-
lutions while still capturing the essence of the set of solutions. Following the ideas
of several enumeration specialists, in particular Uno, we propose two promising
and mostly unexplored directions.

Succinct representation It is often natural to represent a set of solutions by
Cartesian product and union of smaller sets: the maximal cliques of a graph are
the union of the maximal cliques of its connected components and the spanning
forests of a graph are the Cartesian product of the spanning forests of its con-
nected components. A constant delay algorithms to list spanning trees using a
more involved Cartesian product decomposition is given in [28] as well as several
examples of Cartesian decomposition for enumeration.

Usually, when confronted to an enumeration problem, one first tries to find
a representation of the set of solutions which minimizes its size while allowing
e�cient computation on it like finding its size, its maximum, some statistic on
its elements . . . It should be some middle ground between the set of solutions,
which is easy to exploit but often too large to compute and store, and the instance,
which represents the set of solutions very succinctly but is not directly useful for
computation.

This approach is similar to knowledge compilation [40], where some boolean
function is represented by a succinct logical circuit (an OBDD or a DNNF).
While the cost of computing the representation may be large, after compilation
all queries over the original function can be evaluated e�ciently over the repre-
sentation. In a recent result, Amarilli et al. [3] give a strong polynomial delay
algorithm to enumerate the models of d-DNNF circuits used in knowledge com-
pilation. They relate it to set circuits, which can be seen as way of generating a
set of solutions by using only Cartesian products and disjoint unions of ground
solutions. Several known enumeration problems such as the enumeration of the
models of an MSO formula on a structure of bounded tree-width can then be re-
duced to the enumeration of the solutions of such circuits.

Open problem 13. What enumeration problem can we capture using circuits of

Cartesian products and general unions? Is it possible to generalize Cartesian

product by some form of join without losing tractability?



Open problem 14. What decomposition of solution sets can be useful in enumer-

ation outside of union and Cartesian product?

Approximate representation The previous point was about compressing the
set of solutions without loss. But we could also compress it with loss, that is
producing a small representation which cannot be used to recover all solutions but
only to approximate them.

This idea has been used to replace the Pareto’s frontier of a problem by a much
smaller number of approximate Pareto optimal points [88]. The lossy compression
approach is also reminiscent of sketches used to obtain a succinct representation
of a very large stream, while maintaining some property with high probability. For
instance, using a logarithmic space, the number of distinct elements in a stream
can be evaluated [45], or with a sublinear space the minimum spanning tree or
maximal matching can be approximated [81].

To approximate a set of solutions A(x), we can use some subset S such that
|S | is within some factor of |A(x)|. We could also allow non solutions to be in
S and then both |S \ A(x)| and |S 4 A(x)| must be within some factor of |A(x)|.
This kind of approximation based on the number of solutions is not very relevant:
what if we get a large family of similar solutions but miss all the diversity of the
solution set? To avoid this problem, an equivalence relation can be used to define
similar solutions. Then, only one representative per equivalence class should be
enumerated. Representatives are often harder to enumerate, a good example is
the enumeration of classes of trees or graphs up to isomorphism, see Chapter 8
of [92].

More generally, we could equip the solutions with some distance and try to
cover them all by as few of them as possible. Given an instance x of a problem
Enum·A and an integer d, we define a d-cover of A(x) as S ✓ A(x) such that for
all solutions of A(x), there is a solution in S at distance at most d. An enumera-
tion problem is d-approximable in polynomial time when S can be generated in
total time polynomial in the size of the smallest d-cover of A(x). Allowing ran-
domization to be able to sample the solutions could be important in this context,
since we may have much less time than solutions. Remark that a d-approximation
algorithm could be extremely useful for a user-interactive system, where the user
sets the value d, obtains first a coarse representation of the solutions and can them
zoom on an interesting solution by restricting the problem around it and asking
for an approximation with a smaller d.

The notion of d-approximability has been designed so that the produced rep-
resentative solutions should be quite di↵erent for the given distance, which hope-
fully makes such representative solutions useful in practice. A similar approach
has been recently proposed through the notion of diversity, which is the sum of



the Hamming distances of pairs of elements in a set. A family of hard problems,
such as vertex cover, admit FPT algorithms for producing a set of solutions of
high enough diversity [11].

Open problem 15. Give a d-approximation algorithm for a problem with a struc-

tured set of solutions, such as the minimal spanning trees or the shortest paths,

for any distance over solutions.
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