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Abstract

I received my PhD in Computer Science on January 31, 2024, under a
Joint PhD agreement between Gran Sasso Science Institute (L’Aquila, Italy)
and Dalhousie University (Halifax, Canada). I was supervised by Travis
Gagie, Nicola Prezza and Catia Trubiani. My PhD thesis, Data Compression
Meets Automata Theory, was selected by the Italian Chapter of the EATCS
for the Best PhD Thesis Award.

The thesis introduces a new paradigm for studying regular languages, es-
tablishing a connection between classical results in automata theory, such as
the powerset construction, and the most important data structures for solv-
ing pattern matching queries on compressed strings, such as the Burrows-
Wheeler transform. The results and the open problems should be of interest
to both the algorithmic community and the formal language theory commu-
nity.

In 2020, Alanko et al. introduced Wheeler automata [3]. Intuitively, a nonde-
terministic finite automaton (NFA) is Wheeler if there exists a total order on the
set of all nodes that is consistent with the co-lexicographic order on the strings
reaching each node (see Figure 1). We say that a regular language is Wheeler if it
is recognized by some Wheeler NFA. Wheeler automata were initially motivated
by classical results on compressed data structures [18] but, as a matter of fact, the
class of Wheeler languages is a surprisingly rich and stable subclass of regular lan-
guages. Basic results in automata theory show that, if a language is recognized by
a nondeterministic finite automaton (NFA), then the language is also recognized
by a deterministic finite automaton (DFA), and up to isomorphism there exists
a unique (state)-minimal DFA recognizing the language. Moreover, regular lan-
guages admit an algebraic characterization in terms of equivalence relations, and
the minimal automaton can be described through the Myhill-Nerode equivalence.
Analogous results hold for Wheeler languages: determinism and non-determinism
have the same expressive power, there exists a unique minimal Wheeler DFA, and
there exists a characterization in terms of convex equivalence relations [4].
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Figure 1: A Wheeler automaton. States are numbered according to their positions
in the corresponding total order. Node 2 is reached by the string f dba, node 3
is reached by the string gdba, we have 2 < 3 and consistently the string f dba is
co-lexicographically smaller than gdba.

Most automata are not Wheeler: every Wheeler language must be star-free.
In [13], we show how to extend the idea behind Wheeler automata to arbitrary
automata and arbitrary regular languages. The key idea is that we should not use
a total order, but a partial order (see Figure 2): in this way, it is possible to capture
every automaton. We can measure how far a partial order is from being a total
order by the notion of width: a partial order has width p is it can be decomposed
into p total orders, but not into p − 1 total orders. Dilworth’s theorem [14] shows
that the width of a partial order is equal to the size of a largest set of pairwise
incomparable elements. Wheeler automata correspond to the case p = 1.

The parameter p is a complexity parameter with multiple interpretations and
applications.

• First, p is a nondeterminism parameter. The powerset construction [23] is
a classical construction that converts an NFA into an equivalent DFA (see
Figure 3). If the original NFA has n states, in the worst case the equivalent
DFA can have up to 2n − 1 states. This exponential blow-up is unavoidable:
there exist regular languages for which, if N is the number of states of a
state-minimal NFA recognizing the language and D is the number of states
of the minimal DFA for the language, then D = 2N − 1 [20]. In the paper,
we show that, in fact, the powerset construction is exponential only in p: if
we start from an NFA with n states, then the equivalent DFA has at most
2p(n− p+1)−1 states. In the worst case, we have p = n and we retrieve the
bound 2n − 1 but, for example, a Wheeler NFA (p = 1) with n states can be
converted into an equivalent DFA with at most 2n − 1 states. This implies
that several classical algorithmic problems that are computationally hard on
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Figure 2: An automaton with the Hasse diagrams of two partial orders (on the set
of all states), both respecting the co-lexicographic order on the strings reaching
each state. Note that the first partial order is, in fact, a total order.

NFAs but easy on DFA are fixed-parameter tractable with respect to p. For
example, the problem of deciding whether two NFAs recognize the same
languages (equivalence problem) is PSPACE-complete [25], but the same
problem can be solved efficiently if the input automata are DFAs. This im-
plies that the equivalence problem is fixed-parameter tractable with respect
to p, because one can convert the input NFAs into equivalent DFAs by the
powerset construction and then test the resulting DFAs for equivalence.

• Second, p is a compression parameter. An NFA with n states and e edges
on an alphabet of size σ can be stored by using only e(2 log p + logσ)(1 +
o(1))+O(e) bits. This is surprising because at the very least we need e logσ
bits to store the edge labels, so with a small overhead we can also store
the topology of the automaton. This result extends the Burrows-Wheeler
transform [6] from strings to arbitrary automata.

• Third, p is an algorithmic parameter. By only querying our compressed
representation, we can solve pattern matching on an NFA (including decid-
ing whether a string in accepted by the NFA) in O(mp2 log log(pσ)) time,
where m is the length of the pattern. Our algorithm matches and parameter-
izes well-known conditional lower bounds on the problem [15]. This result
extends the FM-index [17] from strings to arbitrary automata.

Since we can capture all automata, we can also capture all regular languages.
In particular, we can define the deterministic width of a regular language as the
minimum width of some DFA that recognizes the language. In our journal exten-
sion [8], we show that the width of a regular language is related to the notion of
entanglement: intuitively, some states of an automaton (and in particular of the
minimal automaton) are entangled if the strings reaching these states are inher-
ently incomparable in every DFA recognizing the language. Based on the notion
of entanglement, we define a new canonical automaton for each regular language,



the Hasse automaton of the language, and we show that the problem of computing
the deterministic width of a language is decidable. The Hasse automaton captures
the propensity of a regular language to be sorted.

The journal extension [8] contains the main ideas of the thesis. A short initial
section presents the new paradigm; then, the readers can skip the automata theory
results or the data compression results, based on their interests and preferences.

Computing p is NP-hard. In [10], I show that the hardness can be overcome
by building a quotient automaton obtained by collapsing some states in the orig-
inal automaton. The quotient automaton and the original automaton recognize
the same language, and some correspondence theorems ensure that solving pat-
tern matching queries on the original automaton is equivalent to solving pattern
matching queries on the quotient automaton. This paper received the Best Student
Paper Award at the 2022 Data Compression Conference (DCC).

In the deterministic case, the problem of computing p can be interpreted as
a highly non-trivial extension of the problem of computing the suffix array of a
string, a well-studied problems in string processing (see [21] for a survey). In the
original paper [13] we gave an O(m2) algorithm, where m is the number of edges.
In [11], I improve this running time to O(m+ n2), where m is the number of edges
and n is the number of states, by proposing a recursive algorithm based on induced
sorting (a powerful and elegant algorithmic technique for sorting the suffixes of
a string). This paper received the Best Student Paper Award at the 2023 Interna-
tional Symposium on Algorithms and Computation (ISAAC). Interestingly, it is
an open problem to determine whether it is possible to achieve O(m) time. There
exists an alternative algorithm based on Paige and Tarjan’s partition refinement
algorithm [22], and the O(m + n2) algorithm suggests that induced sorting may
outperfom approaches based on partition refinement. This could lead to unex-
pected consequences, because the most efficient algorithm for DFA minimization
is still Hopcroft’s algorithm [19], which is a partition refinement algorithm.

The same paradigm can be extended to more general computation models. In
his monumental work on automata theory [16], Eilenberg proposed a natural gen-
eralization of NFAs where edges can be labeled not only with characters but with
finite strings, the so-called generalized automata. String-labeled graphs appear in
some classical data structures (such as suffix trees) and in the emerging field of
pangenomics. In [12], I show that our new paradigm can be extended to gener-
alized automata, and I describe a full Myhill-Nerode theorem, the first structural
result for the class of generalized automata, which includes a sound notion of
minimal DFA for generalized automata.

As mentioned earlier, Wheeler languages always admit a minimal Wheeler
automata. A Wheeler DFA can be minimized in O(n log n) time by adapting
Hopcroft’s algorithm for DFA minimization. In [2], we show that, in the Wheeler
case, we can do better: it is possible to achieve linear time minimization by ex-
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Figure 3: An NFA (left) and the equivalent DFA obtained by the powerset con-
struction (right). Each state of the DFA corresponds to a nonempty set of states of
the original NFA.

ploiting the co-lexicographic structure of a Wheeler DFA.
If we want to solve more complicated pattern matching queries on graphs and

automata (for example, approximate pattern matching queries) we need a more
powerful data structure. In the string setting, the most versatile data structure is
the suffix tree [26], so we should extend suffix tree functionality to automata. In
a chain of papers [7, 9, 1], we provide some partial results in this direction by
showing how to extend the longest common prefix array to Wheeler DFAs. The
longest common prefix array is a key data structure for simulating a traversal of a
suffix tree [5].

In the last chapter of my thesis, I discuss some additional open problems. We
outlined how Wheeler languages enjoy several properties, but two characteriza-
tions are missing: one in terms of regular expressions, and one through logic.
Wheeler languages are star-free, so they capture a fragment of first-order logic: to
obtain a logical characterization it may be necessary to go through difficult results
such as the Schützenberger theorem for aperiodic monoids [24]. At the same time,
the thesis introduces a very natural hierarchy of regular languages parameterized
by p, so by exploring these characterizations and extending them to each level of
the hierarchy we may shed new light on famous important open problems, such
as the generalized star-height problem.
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